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**Bilateral and country-specific drivers of geopolitical risk transmission**

**Abstract**

Geopolitical risk (GPR) tends to cascade from one country to another. Understanding GPR transmission is important to devising risk management strategies for institutional investors and corporate managers, and national security policies for governments. In this paper, we measure and explain cross-country transmission of GPR. Our sample covers 19 country-based GPR indexes of Caldara and Iacoviello (2018) from January 1985 to December 2016. We apply the spillover model of Diebold and Yilmaz (2012) to measure pairwise as well as system-wide GPR transmission. The estimation results show a substantial amount of GPR transmission across our sample countries, with certain countries and geographical clusters being more prominent than others. We then explain the pairwise GPR transmission using a cross-sectional regression motivated by a gravity model framework. We find that certain bilateral linkages such as bilateral trade and geographical proximity significantly explain the pairwise GPR transmission. This transmission is positively associated with both countries’ debt burdens and geographical sizes, transmitting country’s fiscal imbalance, and is negatively associated with recipient country’s economic size. The results imply that these factors may be used to predict the trajectory of GPR, which is an important input for the assessment of cross-border investment appraisals as well as international stability initiatives.
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1. Introduction

This research investigates whether and why geopolitical risk (hereinafter GPR) transmission[[1]](#footnote-1) occurs across countries. Caldara and Iacoviello (2018) show that news stories featuring geopolitical conflicts contain information about GPR associated with those conflicts. Primary examples of such geopolitical conflicts include wars, terrorist acts, ethnic and political violence, and geopolitical tensions. Conflict contagion literature considers the role of information flows in spreading single conflicts across borders. In particular, media information associated with a domestic conflict flows across borders, increasing the likelihood of similar conflict there (Beiser, 2011). More specific examples where this flow of media information carried geopolitical conflicts across countries include political conflict, armed civil conflict, and ethnic conflicts (Beiser, 2013; Hill & Rothchild, 1986; Weidmann, 2015). Since the media information about each of those conflicts essentially reflects GPR of that conflict, one may argue that the flow of media information does not merely spread the physical conflict, it rather carries GPR of that conflict from country to another. A theoretical expectation, thus, exists about the transmission of GPR occurring in the form of information flow. We ask, therefore, whether and to what extent GPR transmission in the form of information flows occurs.

We further ask why this GPR transmission may occur. Here, we rely on another stream of the conflict contagion literature in which a disease-conflict analogy is often employed to explain the cross-country transmission of the geopolitical conflicts. Instances where this analogy is specifically used include the spread of political violence (Braithwaite, 2010; Buhaug & Gleditsch, 2008) and terrorism (Blomberg & Rosendorff, 2006). This analogy proposes that the magnitude with which a conflict spreads varies with the extent of social interaction between two countries (Buhaug & Gleditsch, 2008), and that a gravity model framework successfully captures this kind of interaction. Since GPR transmission is expected to happen via information flow, we need to appreciate whether the gravity model framework works for information flows. Literature suggests this framework has been successfully employed to explain other forms of information transmission such as economic reforms (Fidrmuc & Karaja, 2013), stock market volatilities (Balli, Balli, Louis, & Vo, 2015), and economic policy uncertainties (Balli, Uddin, Mudassar, & Yoon, 2017). Therefore, we use this framework to explain the cross-country transmission of GPR. Our approach may be useful to investors, corporate managers, and policy makers in predicting the direction of GPR from one country to another.

There are some possible justifications of how GPR transmission may happen via information. In today’s world, countries are becoming increasingly interdependent. Global information flows also reflect this increased international interdependence (Mowlana, 1997). As global information flows are likely to increase more in future (Beiser, 2011), so do the information flow of GPR. Also, advances in information technology, mainly the internet and, recently, the social media networks such as Twitter, Facebook, and YouTube have contributed to the speed and scale of information transmission. These technological developments may also expedite GPR transmission. Another mechanism suggested in literature is that people learn from the information about foreign conflicts and emulate those conflicts in their own states (Hill & Rothchild, 1986; Hill, Rothchild, & Cameron, 1998). The process of emulation generates more GPR in domestic territories and tends to amplify GPR transmission. There’s also a fear or concern mechanism. People tend to become concerned or fearful after receiving information about domestic or international conflict breakouts. Conflicts with wider repercussions trigger as a result of this increasing suspicion and mobilization (Kuran, 1998). This may also contribute to GPR transmission.

Ascertaining and explaining GPR transmission is crucial for a practical reason; that is, to devising international risk management strategies and national security policies. Several geopolitical events[[2]](#footnote-2) and international reports[[3]](#footnote-3) repeatedly highlight the concerns among policy makers, investors, and corporate managers about the contagious nature of GPR. Suárez-de Vivero and Mateos (2017) offer a good collection of such reports that frequently highlight this issue. By summarising these documents, the authors caution that GPR concerns are set to grow in future, with much wider ramifications for countries, businesses, and individuals. In particular, following trends of widespread and long term nature are emerging in relation to GPR. First, international governance is becoming weaker and power is shifting from traditional state actors to non-state actors; this may lead to a global crises. Second, increasing national sentiment is fuelling extremism among general public. Third, the internal and external threats are mounting due to the spread of extremist ideologies. And finally, the proliferation of weapons of mass destruction is changing the geopolitical landscape of the world. These trends, which are clearly associated with GPR, are destined to increase GPR transmission on a global scale. Suárez-de Vivero and Mateos (2017) also note a growing importance of cross-country consequences of GPR for investors, corporate manager, and policy makers. In particular, financial corporations and insurance sector consider GPR information in their analytical forecasts. Central banks, business investors, and newspaper also consider GPR a key ingredient[[4]](#footnote-4) of investment and policy decisions (Caldara & Iacoviello, 2018). Therefore, understanding cross country links of GPR is important to investors, corporate managers, and policy makers for mainly predicting, and as a result, managing, and avoiding geopolitical surprises. In this way, businesses take steps to manage their credit risk, build resilient supply chains, develop crisis response plans, and secure credit and political risk insurance to better protect their assets.

GPR transmission has received limited attention in the geopolitical conflict literature. While GPR is an essential attribute of geopolitical conflicts, this literature generally overlooks the role of GPR when explaining or predicting the spread of such conflicts. Studies often explain how a geopolitical conflicts undergoes a spread, diffusion, or contagion in its physical form (Blomberg & Rosendorff, 2006; Braithwaite, 2010; Buhaug & Gleditsch, 2008; Salehyan & Gleditsch, 2006). Other hold flows of media information responsible for those physically transmitted conflicts (Beiser, 2013; Hill & Rothchild, 1986; Weidmann, 2015). Many also aim to predict single geopolitical conflicts such as interstate wars (Beck, King, & Zeng, 2000; Ward, Siverson, & Cao, 2007), civil wars (Ward, Greenhill, & Bakke, 2010), geopolitical tensions (Chadefaux, 2014) or other political unrests like state failures, human rights violations, ethnic conflict, genocide, political instability (De Mesquita, 2010; Gleditsch & Ward, 2013; Schneider, Gleditsch, & Carey, 2010). Some focus on predicting the evolution of a specific conflict (Pevehouse & Goldstein, 1999; Schrodt & Gerner, 2000).

The preceding studies have some other limitations as well. First, while explaining the spread of a geopolitical conflict, the studies generally look at the physical spread of a conflict occurs in terms of events, not in terms of information. Here they often rely on event-based data, which work well in hindsight but contain limited predictive value. Second, they typically rely on single or individual conflicts while ignoring the possibility that multiple conflicts can occur at the same time. In reality, however, many geopolitical conflicts occur simultaneously and are often interlinked. Studies aiming to predict geopolitical conflicts also ignore this possibility. Finally, even the studies relying on news based measures for conflict prediction often suggest dichotomous or probabilistic forecasts about a single conflict under study. Binary predictions are criticised for producing a black-and-white forecasts of geopolitical conflicts, which are continuously occurring phenomenon. Probabilistic predictions (Chadefaux, 2014), on the other hand, are fraught with imperfections in the dataset they are based upon. Moreover, some (for instance, Huff and Lutz (1974)) studies only rely on a particular region, like Central Africa, and use a historical analysis of the regional geography. This kind of analysis is highly subjective and calls for appeal to a rich statistical analysis. Furthermore, Central Africa may have been very important in 1970s, but lately GPR concerns have become progressively rampant throughout the world and this trend is not likely to subside soon. Studying other regions, therefore, may be more relevant now. From the gaps in the literature, a rich statistical analysis of GPR transmission is needed.

We estimate total and pairwise GPR transmissions by applying the spillover model of Diebold and Yilmaz (2012) on GPR series for 19 countries. This method has several advantages over other models that have been applied in the previous studies. First, the measure is simple to compute as the results of variance decomposition do not hinge on the sequence of variables. Second, the measure is tractable. It allows the measurement of the spillovers across multiple data series, and therefore the measure can be used to study GPR spillovers from one country to multiple countries and vice versa. The model application shows a substantial amount of total and pairwise GPR transmission across our sample countries. GPR transmission is, however, more pronounced for some countries and regions than others. We pictorially describe the pairwise transmission results using a spring graph made from Gephi. It is an open source, highly interactive, and user-friendly software that allows uses to discover and visualize network patterns among data. From this graph, a clear geographical clustering amongst these transmissions emerges which further leads us to explain the pairwise GPR transmissions. Motivated by a gravity model framework, we subject these pairwise GPR transmissions to a cross-sectional regression. We find that certain bilateral factors such as bilateral trade, border sharing, and common distance play an important role in transmitting GPR shocks from a country to another. While increases in debt burden, geographical size, and fiscal imbalance makes a country transmit more GPR shocks, an increase in the first two factors also broadens a country’s exposure to those shocks. A larger economic size, however, boosts a country’s resilience against such shocks.

This study offers following contributions to the literature. First, we propose another perspective by studying the transmission of GPR in the form of information flows associated with geopolitical conflicts, in contrast to the studies that only consider the role that information flows play in spreading a physical conflict (Beiser, 2013; Hill & Rothchild, 1986; Weidmann, 2015). We specifically view this information content to carry GPR across borders. Second, although we are primarily interested in the factors that set the direction of GPR transmission, one may predict the course of a country’s GPR towards another country using this approach. We caution, however, that this approach may not predict specific geopolitical conflicts, as opposed to the existing studies that offer dichotomous or probabilistic predictions on such conflicts or aim to drive conditions most conducive to such conflicts (Fearon & Laitin, 2003; Glaser, 2000; Huth, 2009; Powell, 2004). Third, instead of appealing to a latent variable such as cross country events denoting information transmission, we observe actual information flows by involving the news based GPR indexes of Caldara and Iacoviello (2018). By overcoming the data imperfections found in Chadefaux (2014), these indexes improve the reliability of GPR transmission. Moreover, in contrast to the preceding study, which intended to predict war based on a measure of geopolitical tensions, we identify certain bilateral linkages and country specific factors that may explain GPR transmission. Fourth, we build upon Huff and Lutz (1974) by applying a robust statistical analysis to a sample of 19 countries other than Central Africa. Finally, we suggest a new type of informational spillovers in the form of GPR transmission, apart from the ones already introduced (Balli et al., 2015; Balli et al., 2017; Fidrmuc & Karaja, 2013).

This study includes following sections. Section-2 lays out the methodological details and dataset. Section-3 reports empirical findings and discussion. Section-5 concludes.

1. Data and methodology

2.1. Dataset

As mentioned above, we use monthly series of newly constructed GPR indexes (Caldara & Iacoviello, 2018) for 19 countries. This data are downloaded from economic policy uncertainty website[[5]](#footnote-5) over a period from January 1985 to December 2016. Based on availability of the data, our sample countries include Argentina, Brazil, China, Colombia, India, Indonesia, Israel, Korea, Malaysia, Mexico, Philippines, Russia, Saudi Arabia, South Africa, Thailand, Turkey, Ukraine, United States, and Venezuela. Data on certain bilateral and country specific factors, which we consider as potential determinants of pairwise GPR transmission, are also collected over the same period. The bilateral factors include bilateral trade, colonial ties, contiguity, common language, and geographical distance between two countries. The country-specific factors are foreign debt, budget deficit, stock market capitalization, and geographical area of each country. The Appendix provided at the end describes those variables along with their data sources.

 Existing GPR proxies lack certain features that a GPR indicator should have in order to be used in the measurement of GPR transmission. These features broaden the scope of GPR transmission by enabling us to capture geographically wide, historically long, and sufficiently frequent interactions among multiple country GPRs. In general, other indicators that may serve as a proxy for GPR provide a limited scale of geographic, historic, conflict coverage. Those proxies are either hard to quantify, or rely on single wars and hindsight, or fail to capture equally important instances when peace prevailed instead of war (Leetaru, 2011). Some are less frequent and thereby fail to track or anticipate mounting tensions and conflict outbreaks in shorter periods (Beck et al., 2000; Beck, King, & Zeng, 2004; De Marchi, Gelpi, & Grynaviski, 2004; Gleditsch & Ward, 2013). More importantly, those proxies are not standardized and therefore not comparable across countries. Another critical issue with the existing GPR proxies (such as political unrest, war, conflict etc.) is that they reflect a rather narrow view of GPR. GPR, however, has a much broader scope and essentially surrounds all sorts of geopolitical conflicts. A GPR measure that overcomes these limitations may enable us to better capture the dynamics of cross-country GPR transmission.

The GPR[[6]](#footnote-6) measure of Caldara and Iacoviello (2018) controls for those shortcomings. It has been developed from news information[[7]](#footnote-7). This information is the product of fast and accurate coverage of rising GPRs across the world. Capturing this information, the GPR index also avoids the problem of hindsight by using only information available at the time. Furthermore, newspapers have an important advantage over the event-based data, in that they can report GPR even when no actual event has occurred. The GPR index is therefore not only a robust measure of GPR but also carries better predictive content to forecast GPR. This index is sufficiently wide in terms of geographic and historic coverage since it offers more frequent, long term, GPR series for many countries; the monthly GPR series are available for 19 countries from 1985 to date. The more data we have on GPR, the better is GPR transmission captured. It’s also a broad GPR measure because instead of tracking a single or a certain kind of conflict, it captures news information on multiple conflicts at the same time. As pointed out by Caldara and Iacoviello (2018) that the GPR indexes used herein broaden the scope of GPR transmission by allowing for fluctuations in the level of GPR within and across countries, and hence ensuring reliable inferences and better insights into the (cross-country) effects exerted.

2.2. Pairwise transmissions

To measure total and pairwise GPR transmission among our sample countries, we apply the spillover model of Diebold and Yilmaz (2012). It allows for the identification of directional mean spillover effects across GPR series. This approach is widely used in academic literature mainly because the efficiency and the simplicity of its estimates, see (Bubák, Kočenda, & Žikeš, 2011; Demirer, Diebold, Liu, & Yilmaz, 2018; Yilmaz, 2010). It also overcomes the limitations of geographical examination conducted by Huff and Lutz (1974) by offering a rich statistical analysis.

The generalized spillover index of lets us define spillovers as the fractions of the $H$-step-ahead error variances in forecasting $x\_{i}$ that are due to shocks to $x\_{j}$ ($i\ne j)$ for $i, j=1,2,\cdots ,N$. Where $x\_{i}$ and $x\_{j}$ represent the rates of change of GPR series *i* and *j*, and *N* is the total number of GPR series (in our case 19). They measure spillovers in a generalized VAR framework.[[8]](#footnote-8)

Consider a covariance stationary $N$-variable VAR$(p)$, $x\_{t}=\sum\_{i=1}^{p}ϕ\_{i}x\_{t-i}+ε\_{t},$ where $x\_{i}$ is the $N×1$ vector of the endogenous variables, $ε \~ (0,Σ)$ is a vector of independently and identically distributed disturbances. The moving average representation is written as $x\_{t}=\sum\_{j=0}^{\infty }A\_{j}ε\_{t-j}$, where the $ N×N$ coefficient matrices $A\_{j}$ obey a recursion of the form $A\_{j}=\sum\_{j=1}^{p}ϕ\_{j}A\_{j-p}$, with $A\_{0}$ being an $N×N$ identity matrix and $A\_{j}=0$ for $j<0.$

The spillovers can be defined by generalized forecast error variance decompositions of the moving average representation of the VAR model. The $H$-step-ahead generalized forecast error variance decomposition can be written as follow:

$θ\_{ij}\left(H\right)=\frac{σ\_{jj}^{-1}\sum\_{h=0}^{H-1}\left(e\_{i}^{'}A\_{h }Σ e\_{j}\right)^{2}}{\sum\_{h=0}^{H-1}\left(e\_{i}^{'}A\_{h }Σ A\_{h}^{'}e\_{i}\right)} ,$ (1)

where $Σ$ is the variance matrix of the vector of errors $ε$. $σ\_{jj}$ is the standard deviation of the error term of the $j^{th}$ equation, and $e\_{i}$ and $e\_{j}$ are selection vector with a value of one for the $i^{th}$ and $j^{th}$elements, respectively, and zero otherwise.

Since the own- and cross-variable variance contribution shares do not sum to one under the generalized decomposition, each entry of the variance decomposition matrix is normalized by its row sum as follows:

$\tilde{θ}\_{ij}\left(H\right)=\frac{θ\_{ij}\left(H\right)}{\sum\_{j=1}^{N}θ\_{ij}\left(H\right)},$ (2)

By construction, $\sum\_{j=1}^{N}\tilde{θ}\_{ij}(H)=1$ and $\sum\_{i,j=1}^{N}\tilde{θ}\_{ij}(H)=N.$

Thus, a total spillover $(TS)$ index can be defined as

$TS\left(H\right)=\frac{\sum\_{i,j=1,i\ne j}^{N}\tilde{θ}\_{ij}(H)}{\sum\_{i,j=1}^{N}\tilde{θ}\_{ij}(H)}×100=\frac{\sum\_{i,j=1,i\ne j}^{N}\tilde{θ}\_{ij}(H)}{N}×100 .$ (3)

This index measures the average contribution of spillovers from shocks to all (other) GPRs to the total forecast error variance. Similarly, the directional spillovers $(DS)$ transmitted by GPR $i$ to another GPR$ j$ can be measured by

$DS\_{i\rightarrow j}\left(H\right)=\frac{\sum\_{j=1,i\ne j}^{N}\tilde{θ}\_{ji}(H)}{\sum\_{i,j=1}^{N}\tilde{θ}\_{ji}(H)}×100=\frac{\sum\_{j=1,i\ne j}^{N}\tilde{θ}\_{ji}(H)}{N}×100 .$ (4)

The results of total and pairwise GPR transmissions are shown in Table 1. We also draw a pictorial description of these results in Fig 1. For this purpose, we used an open-source Gephi software (<https://gephi.github.io/>) for network visualization.

2.3. Cross-sectional determinants

Once we compute the pairwise GPR transmissions, the next step is to explain it. Now w invoke to the gravity model. The gravity model, which was originally developed for international trade (e.g., Head, Mayer, and Ries (2010)), has recently been successful in explaining the cross country transmission of conflict and information. The fundamental concept of the gravity model is that the flow of goods and people between two destinations is directly proportional to their respective economic masses (or income levels) and inversely proportional to distance between them (Morley, Rosselló, & Santana-Gallego, 2014). Studies that have used the gravity model framework for explaining the spread of a conflict typically hinge on an analogy between infectious disease and the spread of a conflict (Blomberg & Rosendorff, 2006; Braithwaite, 2010; Buhaug & Gleditsch, 2008). This analogy suggests that the spread of a conflict varies with the degree of interaction between interacting units (normally countries). This dyadic interaction between a pair of countries is captured by the gravity model framework by involving each country’s size and the bilateral distance between them. Assuming the same set of constraints shape the information transmission (in our case GPR transmission) associated with a conflict, we would expect closer countries to experience higher level of the transmission than the distant ones.

The meaning of size and distance may, however, differ based upon the context in which the gravity model is applied (Fidrmuc & Karaja, 2013). Distance may be interpreted as how farther or closer two countries are in terms of their bilateral linkages such as geographical proximity, cultural and historical similarity, or economic ties. Size may also refer to economic, geographic, or public (population) mass of a country.

We measure economic distance by bilateral trade; the magnitude of bilateral trade captures how distant or close the countries are in economic terms. In literature, there is a mixed evidence on the role of bilateral trade the spread or eruption of geopolitical conflicts (see Barbieri (1996), for a summary of the debate). Most studies support the pacific benefit of trade; that is, bilateral trade promote peace or reduces conflict between states (Hegre, Oneal, & Russett, 2010). Other find that trade does not deter conflict (Keshk, Pollins, & Reuveny, 2004; Kim & Rousseau, 2005). Some also argue that higher trade or extensive economic interdependence increases the likelihood of interstate conflict (Barbieri, 1996; Choucri & North, 1989; Waltz, 1979). Many consider trade as irrelevant or less important to interstate conflicts (Blanchard & Ripsman, 1994; Buzan, 1984; Levy, 1989).

In our case, however, it’s not the physical conflict that we are trying to explain, our aim is to see whether or not the pairwise GPR transmission occurring in the form of transnational information flows is affected by bilateral trade. We argue that bilateral trade is likely to increase the GPR transmission between two countries. Our argument is based on the cross border concerns that prevail among the public, businesses, and governments when two countries trade more. People immediately become concerned about geopolitical event or conflicts happening in the countries where they or their governments have economic interests. Because of strong trade ties between two countries, a hike in foreign GPR would cause concerns in local public and thereby would increase GPR in home country. In other words, GPR will transmit across trading partners because of underlying concerns (Kuran, 1998) that emerge from the recognition of mutual benefits of bilateral trade. Therefore, other things equal, we would expect as positive association between bilateral trade and pairwise GPR transmission. In addition, bilateral trade may foster learning mechanism. Trade improves interstate linkages and removes communication barriers which will facilitate information flows and thereby learning will become easier. This social learning mechanism may stimulate local public to emulate foreign geopolitical conflict in home country (Hill & Rothchild, 1986; Hill et al., 1998). In this way, it will facilitate GPR transmission. Bilateral trade was also present in the information transmission models of (Balli et al., 2015; Balli et al., 2017).

In our model, contiguity (or border sharing) and bilateral distance represent the extent of geographical distance (or proximity) between two countries. Both factors have been previously included in the models that explain the spread of conflicts beyond state boundaries. For instance, Buhaug and Gleditsch (2008) find that proximity to a conflict explains the spillover effect on the probability of a domestic conflict onset. Similarly, Hegre et al. (2010) find that while contiguity tends to increase the spread of a conflict, distance has an opposite effect. That is, the extent of proximity explains the scale of conflict spread. Moreover, Blomberg and Rosendorff (2006) show that distance and border significantly explain the transnational terrorism flows. Because of their importance, previous research has suggested that the contiguity and the distance between two states’ capitals should both be used in analyses of interstate violence (Oneal & Russett, 1999). Reasons are very simple. States that share a border are particularly prone to conflict, and non-contiguous states in the same region are more likely to fight than more remote pairs. Nor is a dichotomous indicator of contiguity highly correlated with distance. Following this literature, we also include border sharing and bilateral distance in our model. Accordingly, we would expect contiguity to increase and distance to decrease the pairwise GPR transmission. Contiguity and distance were also included in the information transmission models of Fidrmuc and Karaja (2013) and Balli et al. (2017); but only distance was considered by Balli et al. (2015).

Common language, colony, and common colony are used to capture the cultural and historical distance between a pair of countries. These variables were also present in the information transmission models (Balli et al., 2015; Balli et al., 2017; Fidrmuc & Karaja, 2013). The fear on concern (Kuran, 1998) and emulation through social learning (Hill & Rothchild, 1986; Hill et al., 1998) effects may be invoked here. Accordingly, one may argue that linguistic and historical ties contribute to concern and learning thus facilitate the transmission process. This argument is indeed plausible since Blomberg and Rosendorff (2006) found common language’s role in transmitting terrorism across countries. Thus, we expect a positive association between pairwise GPR transmission and cultural and historical distance between two countries.

Large countries can project their power at great distance and engage several countries at once. They have more neighbours and far-reaching economic and political interests. Thus, a nation’s size indicates both opportunity and willingness to involve in a conflict. Literature shows that just like proximity, countries’ sizes influence the likelihood of interstate conflicts (Bearce & Fisher, 2002; Hegre, 2008; Kenneth, 1962; Werner, 1999; Xiang, Xu, & Keteku, 2007). In this literature, GDP per capita or just GDP, population size, and geographical area are orthodox candidates for country size (Braithwaite, 2010; Buhaug & Gleditsch, 2008; Hegre et al., 2010). However, we include only two considering their relevance. Geographical area is included because GPR is intrinsically a geographic attribute of conflict, and therefore is area vital to our study. Following Blomberg and Rosendorff (2006), therefore, we include geographical area of each country in our model. To represent economic size, however, we use stock market capitalization of each country in the pair. This is because essentially we are measuring the information transmission of GPR and studies have shown that stock market capitalization is more relevant when it comes to such information transmission processes (Balli et al., 2015; Balli et al., 2017). Economic size may also be interpreted as state capacity to deal with disturbing issues. Bigger economies have the resources to cope with problems. Studies also suggest that state capacity diminishes the likelihood with which states will experience new conflict (Braithwaite, 2010), implying a negative association between GPR transmission and economic size ((stock market capitalization). We would expect a positive (negative) association between area (stock market capitalization) and GPR transmission.

Finally, some studies have also associated the spread of conflict to a so called ‘bad neighbourhood’ effect (Iqbal & Starr, 2008). These studies typically argue that the state undergoing a range of economic, social, and political problems are likely to be contagious for their neighbouring. Countries experiencing economic problems often do badly at managing fiscal balance and foreign debt. Alongside, Balli et al. (2017) find that by fiscal imbalances and financial liabilities of the countries are responsible for cross country information spillovers associated with economic policy uncertainties. Combining these two notions, one may argue that fiscal imbalance and foreign debt of each country increases the pairwise GPR transmission. This is why we add central government’s debt and fiscal imbalance (budget deficit) in our model.

Since the factors listed above may be considered possible determinants of pairwise GPR transmission, we hypothesise that this transmission is determined by bilateral factors such as bilateral trade, common language, colonial ties, and geographical proximity, and country-specific factors namely fiscal imbalances, debt burdens, stock market capitalisations[[9]](#footnote-9). This relationship may be expressed by the following cross-sectional regression;

 $DS\_{ij}=α\_{o}+α\_{1}Log(Exports\_{ij}+Imports\_{ij})+α\_{2}Contiguous\_{ij}+α\_{3}Colony\_{ij}+α\_{4}Common Colony\_{ij}+α\_{5}Common Language\_{ij}+α\_{6}Log(Distance\_{ij})+β\*X\_{i and j}+ϵ\_{ij}$ (5)

where $DS\_{ij}$ represents the amount of mean GPR spillover from $Country\_{i}$to $Country\_{j}$. $Log(Exports\_{ij}+Imports\_{ij})$ is an indicator for bilateral trade between country *i* and country *j*. $Contigous\_{ij} $is a dummy variable representing whether or not two countries share borders. $Colony\_{ij}$ and $Common Colony\_{ij}$ are two dummies indicating colonial dependence and whether both countries have remained under same colonial power, respectively. $Common Language\_{ij}$ is a dummy variable for common language and $Log(Distance\_{ij})$ is the logarithm of the distance between capital cities of two countries. $X\_{i and j} $contains country-specific factors namely budget deficit, central government debt, geographical area, and stock market capitalisation of both countries.

1. Empirical Findings

Table 1 provides the estimates of GPR spillovers, respectively, each country receives from (rows) and transmits to (columns) another country. The table also show the total mean spillovers each country transmits to all other countries (to others), as well as those each country receives from all other countries (from others). Finally, the table also include the amounts of total (or system-wide) mean spillovers.

Table 1 offers several key features of the GPR transmissions. First, the table indicates that the total mean spillover is about 42%. Second, in general, countries that transmit more spillovers to others are also the ones that receive more, while the amounts of transmission are slightly higher than those of reception. In particular, the US (73), Russia (59), Brazil (52), China (58), and Saudi Arabia (52) are amongst the highest contributors to the forecast error variance of the remaining countries. In contrast, the US (59), Russia (52), Brazil (53), China (54), and Saudi Arabia (51) are also the main receivers of forecast error variance from the remaining countries. Third, countries with larger geographical size are mainly responsible for the highest amount of GPR spillovers. Note that the countries listed above are also the ones with larger geographical size. Fourth, a higher amount of spillover is observed among countries that are situated in the same geographical region, with some exceptions of course. For neighbouring countries (which share borders), the amount of GPR transmission is even higher. In general, the closer (farther) the countries, the higher (lower) the amount of spillover amongst them. Finally, trading partners have higher magnitude of pairwise spillovers between them.

Fig. 1 exhibits a pictorial description of the key observations taken from Table 1. The figure shows a static (full-sample) network graph of mean spillovers. It is obvious from the figure that most of the countries in the same geographical region are clustered around each other, meaning there is a higher amount of GPR transmission amongst them. This is typically the case for Southeast Asia, Latin America, East Asia, Gulf, and East European Plain. However, the number of countries and the extent of transmission (i.e., the closeness) within a cluster varies across clusters. In particular, the number of countries within a cluster range from five (Brazil, Argentina, Mexico, Colombia, and Venezuela) in Latin America to two (Russia and Ukraine) in East European Plain; and the countries in Gulf (Israel, Turkey[[10]](#footnote-10), and Saudi Arabia) are much closer than the ones in Latin America. In addition, a country with the largest geographical size within each region is normally the leading participant of GPR spillovers in that region. For instance, look at Latin America, East European Plain, and South Asia, where the leading countries, shown in ‘Red’ nodes, are Brazil, Russia, and China respectively. Finally, the US is the highest participant in GPR transmission across the sample countries, as can be noted from its central location in the figure.

In passing, note that the geographic clustering is seemingly ubiquitous in the GPR transmission. It is not clear, however, whether this clustering is only explained by geographic factors or some other bilateral and country specific factors also determine it. To this end, we proceed further and dig deeper into the cross-country GPR transmissions. Accordingly, we involve certain bilateral and country-specific factor that may explain this transmission. We, therefore, subject the pairwise GPR transmissions to the cross-sectional regression based the gravity model framework.

Table 2 includes the coefficient estimates of the determinants of pairwise GPR transmission, $DS\_{ij}$. Notice that GPR spillover from a $Country\_{i}$ to another $Country\_{j}$, $DS\_{ij}$ , in Eq.(4) is the dependent variable in Eq. (5). Note also that while $Country\_{i}$ is the transmitter of GPR shocks, $Country\_{j}$ is one that receives those shocks. Column (1) of the table includes estimates of the gravity model with bilateral linkages while column (2) shows estimates of the gravity model extended which incorporates country-specific variables. As motivated in the methodology above, we conjecture that bilateral linkages and country specific factors included in the Eq. (5) may be the possible determinants of $DS\_{ij}$.

Column (1) and (2) clearly show that bilateral trade and geographical proximity significantly explain the pairwise GPR transmission. In column (1), bilateral trade is a significant determinant of the pairwise GPR transmission at the 1% level. A 1 % increases in $Exports\_{ij}+Imports\_{ij}$ increases $DS\_{ij}$ by 0.0025 %. This impact increases slightly to 0.0040 % in column (2). Border sharing is also a substantial driver of $DS\_{ij}$. In column (1), the coefficient of $Contigous\_{ij}$ implies that, on average, a $Country\_{i}$ that shares a border with another $Country\_{j}$ transmits 1.45%, and 1.23% in column (2), higher amount of $DS\_{ij}$ to $Country\_{j}$ than a comparable country that does not share a border. Bilateral distance is negatively associated with $DS\_{ij}$ at 1% significance level. A 1% increase in $Distance\_{ij}$ decreases $DS\_{ij}$ by 0.0082% in column (1) and by 0.0043% in column (2).

These findings suggest that the extent of economic distance (bilateral trade) and geographical proximity (bilateral distance and border sharing) mainly determines the magnitude of GPR transmission between two countries. The finding that bilateral trade causes GPR to transmit across countries confirm that trade or extensive economic interdependence increases the likelihood of interstate conflict (Barbieri, 1996; Choucri & North, 1989; Waltz, 1979). The increased GPR transmission because of bilateral trade will reflect this increased likelihood of conflict between trading partners. Higher bilateral trade also implies stronger economic interdependence between states. This interdependence may cause violence or unrest in one country to spill over to the countries stronger trade ties. It may destabilize trade and economic relations, provoke distress migrations, and lead to complex humanitarian disasters in the other country. These are all various forms of geopolitical conflicts that lead to GPR. We have recently seen such GPR emerging from Syria and spreading to neighbouring countries like Turkey, causing or multiplying disruptions in those countries’ geopolitical landscape. Hence, the finding on bilateral does not support the pacific benefit of trade; that is, bilateral trade promote peace or reduces conflict (Hegre et al., 2010). However, cultural and historical distance (colonial ties and language similarity) are not found relevant to this transmission. This may be because of sample limitations. Only few countries in our sample have similar languages. Even less number of countries have colonial tries. It is not clear therefore whether these factors explain GPR transmission. Although we still expect a relationship, a different dataset, such as Europe, may help capturing this relationship.

Our findings on geographical proximity confirm Blomberg and Rosendorff (2006) provide evidence that distance and border significantly explain the transnational terrorism flows. These findings also corroborate with those on spread of a physical conflict (Buhaug & Gleditsch, 2008; Hegre et al., 2010; Oneal & Russett, 1999). As expected contiguity increases and distance decreases the pairwise GPR transmission. Considering GPR transmission as information flow, our findings also support (Balli et al., 2015; Balli et al., 2017; Fidrmuc & Karaja, 2013). Overall, it implies that geographical proximity facilitates information transmission of GPR. In general, these findings contradict the view of Virilio (1986) who suggested that territory has lost its significance and that speed is more important in geopolitics than place.

 Column (2) shows that domestic attributes also play an important role in the pairwise GPR transmission. At 1% significance level, the budget deficit of $Country\_{i}$ is an important factor in explaining $DS\_{ij}$. Keeping other factors constant, a 1%[[11]](#footnote-11) increase in the country’s budget deficit (or say fiscal imbalance) increases $DS\_{ij}$ from $Country\_{i}$ to $Country\_{j}$ by 0.12%. This indicates that a transmitting country’s widening fiscal imbalance increase the GPR transmission from it. Yet, the relationship between a receiving country’s fiscal imbalance and the GPR transmission coming towards it is not clear. Central government’s debt each country is also an important factor in the pairwise GPR transmission. A 1% (as percentage of GDP) rise in $Debt\_{i}$ produces an increment of 0.02% in $DS\_{ij}$ at 1% significance level. Likewise, a 1% increase in $Debt\_{j}$ increase $DS\_{ij}$ by 0.01% at 10% level. This suggests that countries’ rising debt levels not only increase the transmission of GPR shocks from them but also the reception of those shocks coming towards them. On the other hand, the economic size of a receiving country decreases the amount of international GPR shock transmitted towards it. Clearly, stock market capitalization (which is a proxy for the economic size a country) of $Country\_{j}$ is negatively associated with the magnitude of $DS\_{ij}$. Percentages increase of $MarketCapitalization\_{j}$ decreases the amount of $DS\_{ij}$ by 0.003% at 5% significance level. This means that a country’s economic size is a potent deterrent to foreign GPR shocks. The bigger the economy of a country, the more resilient the country would be against those shocks. As pointed suggested by Braithwaite (2010) that state capacity diminishes the likelihood with which states will experience new conflict.

The results on fiscal imbalance as well as central government debt indicate to the existence of bad neighbourhood effect in interstate conflict literature, see Iqbal and Starr (2008), for instance. These findings suggest that states undergoing economic problems are likely to be contagious for their neighbours. These findings also support Balli et al. (2017) that fiscal imbalances and financial liabilities of the countries are responsible for cross country information spillovers of economic policy uncertainty. Our study, however, relate these variables to information spillover of GPR.

 Since the notion of geopolitics, and therefore GPR, is essentially linked to geography, the results on geographical size (area) are of critical importance. We find that geographical size (area) of both countries significantly determine the pairwise GPR spillovers. For the sake of brevity, the interpretation of one coefficient will suffice. Look at the coefficient of $Log(Area\_{i})$ in column (2) for this purpose. It means a 1% rise in $Area\_{i}$ produces an increment of 0.0019% in $DS\_{ij}$ at 5% significance level. The coefficient of $Log(Area\_{j})$ should be interpreted in the same way. Clearly, the coefficient of $Log(Area\_{j})$ is also positive and significant at 10% level. Taken together, the findings on geographical area suggest the larger the geographical size of a country, the higher the amount of GPR shocks transmitted (and received) by that country. Main examples of geographically large countries include Russia, Brazil, Saudi Arabia, and the US. The dominant role of these countries is evident from both Fig 1 and Table 1. In general, our findings on area corroborate the consistent finding that countries’ sizes influence the likelihood of interstate conflicts (Bearce & Fisher, 2002; Hegre, 2008; Kenneth, 1962; Werner, 1999; Xiang et al., 2007).

In summary, our results reveal a substantial amount of GPR transmission across our sample countries. Bilateral factors such as bilateral trade, border sharing, and common distance play an important role in transmitting GPR shocks from a country to another. While an increase in debt burden, geographical size, and fiscal imbalance contribute to a country transmitting more GPR shocks, a rise in the first two factors also increase a country’s exposure to those shocks. However, larger economic size improves a country’s resilience against external GPR shocks.

1. Conclusion

This study quantifies GPR transmission across 19 countries and finds bilateral and country-specific determinants of this transmission. We use 19 news-based GPR indexes of Caldara and Iacoviello (2018) for this purpose. After employing the estimation methodology of Diebold and Yilmaz (2012), we find a considerable amount of GPR transmission across our sample countries. A pictorial description of these results depicts a clear geographical clustering among GPRs. Using a gravity model framework we then find the bilateral and country-specific factors that explain the pairwise GPR transmission. Investors, managers, and governments find it useful to incorporate these results into their decision making processes.

In particular, institutional investor and multinational corporations are often concerned with making assessments and predictions about GPRs that arise from local and international arena. For them, the bilateral linkages and country specific indicators suggested here may be useful in predicting the course of GPR transmission between two countries. These factors may also improve their assessments about a country’s susceptibility from or resilience against foreign GPR shocks. Furthermore, since their investments are usually spread over several geographical regions, the GPR’s geographic clustering improves their understanding on the GPR concentrated regions as well as on the role of each country’s GPR within those regions. In this way, this study provides a broader picture for devising risk management strategies (perhaps by buying political violence and/or terrorism insurance) and evaluating investment appraisals. Policy makers may also refer to this research when developing national security and counter-terrorism policies. Our findings suggest governments to be particularly attentive to the geopolitical events occurring in their neighbourhood and the ones involving their trading partners. This is because GPRs caused by those events may have adverse consequences for domestic geopolitical landscape. Since shirking bilateral trade and exploiting geographical factors is not possible, improving fiscal imbalances, lowering debt burdens, and strengthening the domestic economy are few steps that may foster countries’ resilience against foreign GPR shocks.

Although we made an effort to estimate GPR transmission, these estimations are essentially cross-sectional, static, and based on news information flows. There are many questions that demand further investigations. Future research may investigate the dynamics of GPR transmission in terms of speed, volume, or time. In particularly, researchers may examine the time varying behaviour of pairwise and total GPR transmissions. This objective may be achieved by applying time varying spillover model of Diebold and Yilmaz (2012). Moreover, this research strictly relied on a gravity model framework, and the factors particular to this framework. There is, however, an exhaustive list of factors and approaches that may explain this phenomena better.

In this study, we have neither identified any transmission mediums such as internet, phone calls, television, or radio that might facilitate GPR transmission, nor have we pointed out the types of geopolitical conflicts from where a country’s GPR emanates. First question may be answered by extending investigation of Weidmann (2015), who associated conflict spread to transnational phone calls. Second question may be answered by creating news based indexes that can capture GPR of individual conflicts, and then by using those narrow indexes along with the approach used in this study.

|  |
| --- |
| **Table 1**  |
| Total directional mean spillovers of GPR |
|   | Argentina | Brazil | China | Colombia | India | Indonesia | Israel | Korea | Malaysia | Mexico | Philippines | Russia | Saudi Arabia | South Africa | Thailand | Turkey | Ukraine | United States | Venezuela | From Others |
| United States  | 2.58 | 2.28 | 5.95 | 0.49 | 6.08 | 1.95 | 6.82 | 0.58 | 4.22 | 3.20 | 2.62 | 7.64 | 6.75 | 1.19 | 0.88 | 4.78 | 0.18 | 40.81 | 1.00 | 59.19 |
| Turkey | 0.93 | 1.54 | 3.01 | 0.10 | 0.87 | 0.42 | 7.11 | 0.47 | 1.08 | 2.87 | 0.40 | 6.68 | 6.96 | 1.48 | 0.52 | 57.21 | 1.01 | 7.04 | 0.30 | 42.79 |
| Mexico | 2.71 | 4.23 | 4.58 | 3.34 | 3.04 | 2.88 | 1.05 | 1.94 | 2.28 | 51.29 | 2.52 | 2.50 | 3.60 | 0.74 | 2.28 | 3.17 | 1.02 | 3.72 | 3.14 | 48.71 |
| Korea | 2.25 | 7.25 | 11.39 | 0.42 | 0.22 | 1.29 | 0.26 | 63.04 | 2.09 | 2.20 | 0.74 | 1.41 | 0.44 | 2.82 | 2.21 | 0.19 | 0.44 | 0.98 | 0.36 | 36.96 |
| Russia | 2.07 | 2.20 | 7.37 | 0.60 | 6.20 | 0.60 | 3.83 | 0.71 | 1.48 | 1.91 | 0.68 | 48.22 | 2.92 | 0.56 | 1.60 | 4.54 | 6.98 | 6.92 | 0.61 | 51.78 |
| India | 0.44 | 1.05 | 4.66 | 1.15 | 63.84 | 1.72 | 2.69 | 0.14 | 1.88 | 2.65 | 2.65 | 4.4 | 1.77 | 0.91 | 1.96 | 0.63 | 0.23 | 6.16 | 1.08 | 36.16 |
| Brazil | 7.91 | 46.94 | 3.86 | 3.34 | 3.49 | 2.34 | 1.61 | 6.11 | 2.69 | 4.82 | 1.51 | 1.72 | 2.81 | 1.99 | 0.67 | 1.28 | 0.63 | 3.13 | 3.16 | 53.06 |
| China | 1.51 | 3.70 | 45.73 | 0.97 | 5.24 | 0.84 | 2.15 | 8.69 | 2.50 | 4.20 | 2.52 | 6.67 | 2.16 | 0.75 | 2.32 | 2.26 | 1.07 | 6.63 | 0.11 | 54.27 |
| Indonesia | 1.15 | 1.79 | 1.22 | 1.00 | 2.68 | 59.6 | 0.33 | 0.89 | 7.28 | 2.22 | 2.77 | 1.03 | 1.24 | 0.75 | 8.09 | 0.62 | 1.61 | 2.34 | 3.38 | 40.4 |
| Saudi Arabia | 1.63 | 3.00 | 3.10 | 0.79 | 2.45 | 0.54 | 9.16 | 0.69 | 1.98 | 4.54 | 1.02 | 4.37 | 48.95 | 1.17 | 0.23 | 6.67 | 0.43 | 7.97 | 1.32 | 51.05 |
| South Africa | 5.20 | 3.29 | 0.46 | 0.41 | 2.24 | 0.16 | 1.35 | 4.28 | 1.07 | 0.86 | 2.00 | 0.52 | 1.68 | 70.99 | 0.86 | 1.01 | 1.16 | 1.91 | 0.56 | 29.01 |
| Argentina | 52.76 | 8.84 | 1.67 | 4.22 | 1.48 | 1.50 | 0.89 | 1.97 | 0.82 | 2.89 | 2.08 | 1.55 | 1.59 | 6.91 | 0.38 | 1.16 | 1.86 | 3.09 | 4.34 | 47.24 |
| Colombia | 3.71 | 4.33 | 1.12 | 68.19 | 2.32 | 1.14 | 0.45 | 0.60 | 0.64 | 4.69 | 2.15 | 0.69 | 1.19 | 0.94 | 0.32 | 0.71 | 0.35 | 0.77 | 5.69 | 31.81 |
| Venezuela | 4.05 | 3.79 | 0.06 | 4.64 | 1.26 | 4.12 | 0.18 | 1.18 | 2.56 | 4.21 | 1.92 | 0.14 | 3.80 | 0.42 | 0.52 | 0.33 | 1.00 | 2.81 | 63.01 | 36.99 |
| Thailand | 0.26 | 0.74 | 2.10 | 0.63 | 2.07 | 7.73 | 0.10 | 1.44 | 7.04 | 1.48 | 5.23 | 1.16 | 0.53 | 0.61 | 67.35 | 0.31 | 0.64 | 0.39 | 0.17 | 32.65 |
| Ukraine | 1.77 | 0.86 | 0.69 | 1.61 | 1.16 | 0.32 | 1.45 | 0.46 | 0.56 | 1.12 | 0.21 | 9.97 | 0.98 | 1.64 | 0.58 | 1.24 | 73.97 | 0.43 | 0.97 | 26.03 |
| Israel | 0.84 | 0.73 | 1.52 | 0.56 | 2.71 | 0.38 | 59.19 | 0.18 | 0.58 | 0.93 | 1.03 | 5.28 | 8.88 | 1.05 | 0.15 | 5.78 | 1.05 | 8.64 | 0.52 | 40.81 |
| Malaysia | 0.64 | 1.75 | 2.52 | 0.35 | 1.21 | 6.33 | 0.77 | 2.39 | 57.11 | 1.89 | 3.10 | 1.93 | 3.63 | 1.29 | 5.58 | 1.18 | 0.89 | 6.98 | 0.49 | 42.89 |
| Philippines | 1.25 | 0.82 | 2.53 | 1.02 | 2.04 | 4.19 | 1.20 | 1.32 | 2.46 | 1.49 | 65.87 | 1.33 | 1.13 | 1.38 | 5.51 | 2.01 | 0.27 | 3.26 | 0.91 | 34.13 |
| To Others | 40.89 | 52.17 | 57.8 | 25.64 | 46.78 | 38.46 | 41.42 | 34.04 | 43.2 | 48.15 | 35.15 | 58.96 | 52.06 | 26.59 | 34.66 | 37.87 | 20.83 | 73.18 | 28.1 | **41.89%** |
| **Notes:** The sample is from January, 1985 through December, 2016, and the predictive horizon is 12 months. The ij-th entry of the upper-left 19 × 19 country submatrix gives the ij-th pairwise directional spillover; i.e., the percent of 12-months-ahead forecast error variance in GPR of country i due to shocks from GPR in country j. The rightmost (From Others) column gives total directional spillover (from); i.e., row sums (from all others to i). The bottom (To Others) row gives total directional spillover (to); i.e., column sums (to all others from j). The bottom-right element (in boldface) is total spillover (mean ‘‘from’’ spillover, or equivalently, mean ‘‘to’’ spillover) |

**Fig. 1** Pairwise directional mean spillovers of GPR (Spring Graph)

****

**Notes:** The Spring Graph presented in **Fig. 1** shows the pairwise mean (static) spillovers among sample countries. The colours of nodes (circles) are in the following order: green (25th percentile), yellow (50th percentile), orange (75th percentile) and red (> 75th percentile). There are two aspects to the pairwise “To Others” spillovers i.e. the width and the shade of the arrow. Wider and darker arrow represents higher pairwise “To Others” spillovers.

**Table 3**

Determinants of Pairwise GPR Spillovers

|  |  |  |
| --- | --- | --- |
|  *Variable* | *Gravity Model**(1)* | *Gravity Model (Extended)* *(2)* |
| *Log(Exportsij + Importsij)* | 0.25\*\*\* | 0.40\*\*\* |
| (0.08) | (0.08) |
| *Contiguousij* | 1.45\*\*\* | 1.23\*\* |
| (0.55) | (0.56) |
| *Colonyij* | 1.24 | 1.20 |
| (0.81) | (0.93) |
| *Common Colonyij* | -0.11 | 0.13 |
| (0.94) | (1.21) |
| *Common Languageij* | 0.48 | 0.45 |
| (0.31) | (0.31) |
| *Log(Distanceij)* | -0.82\*\*\* | -0.43\*\* |
| (0.25) | (0.18) |
| *Budget Deficiti* |  | 0.12\*\*\* |
|  | (0.03) |
| *Budget Deficitj* |  | 0.05 |
|  | (0.04) |
| *Debti* |  | 0.02\*\*\* |
|  | (0.01) |
| *Debtj* |  | 0.01\* |
|  | (0.01) |
| *Log(Areai)* |  | 0.19\*\* |
|  | (0.09) |
| *Log(Areaj)* |  | 0.10\* |
|  | (0.06) |
| *Log(Market Capitalizationi)* |  | -0.14 |
|  | (0.13) |
| *Log(Market Capitalizationj)* |  | -0.30\*\* |
|  | (0.14) |
|  *R2* | 29.02% | 36.56% |
| *Total Observations* | 361 | 361 |
| Notes: Table 3 reports the results of cross-sectional estimation with HAC standard errors in parentheses. \*, \*\*, and \*\*\* indicate the significance of t-statistics at 10%, 5%, and 1% levels respectively. |

|  |
| --- |
| **Appendix: Details of data and sources** |
| **Variable name** | **Definition** | **Source** |
| Exportsij  | Share of the total exports of origin country i to country j relative to the total exports of country i. It is averaged for the period between 1985 and 2016. | OECD STAN Bilateral Trade Database |
|   |
| Importsij | Share of the total imports of origin country i from country j relative to the total imports of country i. It is averaged for the period between 1985 and 2016. | OECD STAN Bilateral Trade Database |
|   |
| Contiguousij | A binary variable that takes 1 if origin country i and country j are sharing a border, and 0 otherwise. | CEPII |
|   |
| Colonyij | A binary variable that takes 1 if origin country i has been a colony of country j, and 0 otherwise. | CEPII |
|   |
| Common Colonyij | A binary variable that takes 1 if origin country i and country j have remained under the influence of same colonial power, and 0 otherwise. | CEPII |
|   |
| Common Languageij | A binary variable that takes 1 if origin country i and country j share at least one common language, and 0 otherwise. | CEPII |
|   |
| Distanceij | Physical distance (in kilometers) between origin country i and country j. | CEPII |
|   |
| Budget Deficiti | Budget deficit (surplus) of country i as a percentage of its GDP. The figure is averaged for the period between 1985 and 2016. | World Development Indicators (WDI) |
|   |
| Budget Deficitj | Budget deficit (surplus) of country j as a percentage of its GDP. The figure is averaged for the period between 1985 and 2016. | World Development Indicators (WDI) |
|   |
| Debti | Central government debt of country i as a percentage of its GDP. The figure is averaged for the period between 1985 and 2016. | World Development Indicators (WDI) |
|   |
| Debtj | Central government debt of country j as a percentage of its GDP. The figure is averaged for the period between 1985 and 2016. | World Development Indicators (WDI) |
|   |
| Areai | Geographical area (in squared kilometers) of country i. The figure is averaged for the period between 1985 and 2016. | World Development Indicators (WDI) |
|   |
| Areaj | Geographical area (in squared kilometers) of country j. The figure is averaged for the period between 1985 and 2016. | World Development Indicators (WDI) |
|   |
| Market Capitalizationi | Stock market capitalization of country i as a percentage of its GDP. The figure is averaged for the period between 1985 and 2016. | World Development Indicators (WDI) |
|   |
| Market Capitalizationj | Stock market capitalization of country j as a percentage of its GDP. The figure is averaged for the period between 1985 and 2016. | World Development Indicators (WDI) |
|   |
| DSij | Directional mean spillover (in percent) of GPR transmitted by origin country i to country j. | These amounts are calculated by authors by applying the spillover model of Diebold and Yilmaz (2012) on 19 GPR series of Caldara and Iacoviello (2017). These series are available on http://www.policyuncertainty.com/ |
|   |
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