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Abstract

We develop a new approach to testing conditional asset pricing models that avoids placing restrictions on the price of risk. The only assumption made in the model is on the form of the dynamics of the conditional covariance matrix of asset returns. Existing GARCH-based models require an assumption on the price of risk, which we avoid in our approach. We illustrate the methodology by testing a conditional version of the simple single-factor CAPM using monthly returns and show that accounting for time varying betas using our preferred model, which uses daily returns and accounts for the autocovariance in daily returns to model conditional monthly volatilities, reduces average absolute alphas by 32% compared with an unconditional model. Ultimately, we are unable to reject the null hypothesis that the conditional CAPM prices the size and industry sorted portfolios but reject the model for the Fama-French 25 portfolios.
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1 Introduction

The Capital Asset Pricing Models (CAPM) of Sharpe (1964) and Lintner (1965) provides a single state, single factor, general equilibrium theory of the risk-return relation. Despite some initial empirical support, the weight of empirical evidence does not support the theory. For example, studies find that CAPM’s single market factor cannot explain the returns of portfolios formed on the basis of size, (Banz (1981)), book-to-market ratio (Fama and French, (1993)) or return momentum (Jegadeesh and Titman (1993)). With the presence of these so called ‘asset pricing anomalies’, the literature has advanced multi-factor asset pricing models that include priced risk factor such as size, book-to-market and momentum; refer Carhart (1997) as an example.

But before searching for additional factors that may explain asset returns, the failure to account for time-variation in the conditional distribution of asset returns should be considered. As highlighted by Lewellen and Nagel (2006) and others, the impact of failing to account for conditional information produces biased estimates of the average pricing error (commonly refer to as ‘alpha’). For example, if an asset’s conditional beta and market return positively (negatively) covary, the estimated alpha is upwardly (downwardly) biased. Therefore, these simple empirical and statistical facts, warrant the testing of the conditional CAPM.

Unfortunately for CAPM, the current state of empirical evidence does not support its conditional version. Harvey (1989), one of the original tests of conditional CAPM, rejects the conditional CAPM for the decile sorted size portfolios as the model’s pricing errors maintain a significant amount of predictability, although it is noted that the all average pricing errors are insignificant when tested individually and jointly. Interestingly, the insignificance of these alphas highlights the alpha bias evident in other studies that have applied the unconditional CAPM to the size portfolios. Despite these findings, the approach employed by Harvey (1989) and others including Jagannathan and Wang (1995), and He, Kan, Ng and Zhang (1996) have been criticised for their assumption that agents form their return expectations in relation to a set of state variables. Therefore, as per Cochrane (2001), such tests of conditional CAPM are tests of the observed stated state variables rather than conditional CAPM.

To avoid specifying a set of state variables in testing the conditional CAPM, Lewellen and Nagel (2006) introduce a short window, non-overlapping, rolling regression approach to estimate contemporaneous conditional alphas and betas. The approach assumes a stable joint distribution within each short estimation window but allows for variation across sample windows. Therefore, as the window rolls through time, a time-series of conditional alphas and betas are generated.

\footnote{Given that the holding period used for calculating returns to test CAPM are relatively short, e.g. daily or monthly, the conditioning information is important relatively to longer term returns, refer Pagan (ref, p.30).}
Significance tests of the estimated parameters can then be conducted in the Fama and Macbeth (1973) framework. Their results indicates that the size anomaly is, at best, weak within the conditional CAPM framework but the value and momentum anomalies remain significant.

A subsequent study by Boguth, Carlson, Fisher and Simutin (2011) that examined the Lewellen and Nagel’s (2006) approach found that alphas were overstated because of an overconditioning bias. They showed that the bias was essentially due to the short-run regressions using the contemporaneous information set that is unknown to the investor under the conditional CAPM. On correcting this bias with an instrumental variable approach, where the instrument may be as simple as the lagged beta, Boguth et al. (2011) report alphas on the momentum portfolios that were up to 30% smaller. Despite this decrease in alphas, they remained significant.

Another approach that avoids assumptions on the state variables is to directly model the conditional moments of the joint distribution of asset returns and use these to infer the conditional beta. Models such as the multivariate version of the autoregressive conditional heteroskedasticity (ARCH) of Engle (1982) provide such capabilities. The initial applications of these models to the asset pricing literature was Bollerslev, Engle and Wooldridge (1988) and recent extensions include Bali and Engle (2010, 2014). These later of these studies offer similar findings to other tests of the average pricing errors of the conditional CAPM in relation to size and momentum, but Bali and Engle (2010, 2014) do report that the average pricing errors of the book-to-market portfolios are insignificant. However, it is noted in applying the ARCH models, several important restrictions are imposed to test the conditional CAPM. First, the joint distribution is often limited to a bivariate distribution of the asset and market returns. While not problematic for testing individual assets, it limits the ability of joint tests across assets. Second, in specifying the conditional CAPM, the reward-to-risk ratio does not vary with time.

Following on from the literature, we propose a simple new approach to testing conditional asset pricing models. The approach follows Lewellen and Nagel (2006), and Bali and Engle (2010, 2014) in that it avoids the use of state variables. However, it contributes to the literature by offering some specific improvements over these previous studies. First, as a test of the conditional CAPM, it avoids making assumptions about the price-of-risk or the reward-to-risk ratio by making all assumptions in relation to the modelling of the volatility dynamics. It is argued, the success of volatility modelling relative to return modelling in finance warrants this approach. Second, like Lewellan and Nagel (2006), we utilise high frequency information when forming estimates of conditional betas and pricing errors but only employ information within the agent’s information set. This is achieved by adapting the Mixed Data Sampling (MIDAS) volatility modelling approach of Ghysels, Santa-Clara and Valkanov (2005a, 2005b) to the multivariate setting. Third, we model the second conditional moment of the full asset
space in order to undertake a joint test of the significance across all portfolios. In doing so, we derive and justify a new test statistic that only relies on conditional volatility estimates. In addition, we specify the test statistic to account for parameter uncertainty in the volatility models. Finally, our results support the findings of early studies in relation to the importance of conditioning information to measuring pricing errors but we that this result is dependent on the volatility model employed. Specifically, by using high frequency data, pricing errors are reduced by up to 32%, which can be significant for the conclusions drawn for tests of the conditional CAPM.

2 Tests of the Conditional CAPM

Following from Harvey (1989), the N asset multivariate conditional CAPM can be specified as

\[
E[r_t|\Omega_{t-1}] = \frac{E[r_{m,t}|\Omega_{t-1}]}{\text{VAR}[r_{m,t}|\Omega_{t-1}]} \text{COV}[r_t, r_{m,t}|\Omega_{t-1}],
\]

(1)

where \(E[r_t|\Omega_{t-1}]\) is \(N \times 1\) vector of conditional expected excess asset returns, \(\Omega_t\) is the information set from \(t - 1\), \(E[r_{m,t}|\Omega_{t-1}]\) and \(\text{VAR}[r_{m,t}|\Omega_{t-1}]\) are scalars and measure the conditional expected market return and variance, respectively, and \(\text{COV}[r_t, r_{m,t}|\Omega_{t-1}]\) is the \(N \times 1\) vector of conditional covariances between the return on each asset and the market. Defining the reward-to-risk ratio as \(\lambda \equiv \frac{E[r_{m,t}|\Omega_{t-1}]}{\text{VAR}[r_{m,t}|\Omega_{t-1}]}\), which assumes \(\lambda\) is a constant, the model can be written as

\[
E[r_t|\Omega_{t-1}] = \lambda \text{COV}[r_t, r_{m,t}|\Omega_{t-1}].
\]

(2)

To test this model, Harvey (1989) applied a generalised method of moment framework and assumed that the conditional expected return of the asset and the market were linear in a \(l \times 1\) vector of lagged state variables, \(Z_{t-1}\). As an example, one set of moments conditions used was

\[
\varepsilon_t = \begin{bmatrix} u_t \\ e_t \end{bmatrix} = \begin{bmatrix} [r_t - Z_{t-1}\delta] \\ [r_t - \alpha - \lambda (r_{mt} - Z_{t-1}\delta_m) (r_t - Z_{t-1}\delta) ] \end{bmatrix},
\]

(3)

where \(u_t\) is a \((N + 1) \times 1\) vector of ‘forecast’ errors and \(e_t\) is a \(N \times 1\) vector of ‘pricing’ errors while \(\delta\) and \(\delta_m\) coefficient matrices with \((l \times N)\) and \((l \times 1)\), respectively. When these moment conditions are interacted with the state variables, there are \((2N + 1) \times l\) orthogonality conditions and \((N + 1) \times (1 + l)\) parameter to estimate. From this specification, the overall model can be tested in an overidentifying restriction test while the restriction that \(\alpha = 0\) can also be tested.

To overcome the criticisms associated with using state variables, Lewellen and Nagel (2006) directly estimate conditional alphas and betas from observed returns. In this instance, the
conditional CAPM is specified as

$$E[r_t|\Omega_{t-1}] = \frac{\text{COV}[r_t,r_{m,t}|\Omega_{t-1}]}{\text{VAR}[r_{m,t}|\Omega_{t-1}]} E[r_{m,t}|\Omega_{t-1}].$$  (4)

Defining $\beta_t \equiv \frac{\text{COV}[r_t,r_{m,t}|\Omega_{t-1}]}{\text{VAR}[r_{m,t}|\Omega_{t-1}]}$, the model can be written as,

$$E[r_t|\Omega_{t-1}] = \beta_t E[r_{m,t}|\Omega_{t-1}].$$  (5)

Short window regressions are applied to a window of length $\tau$ where data is sampled at a frequency $t$ where $t < \tau$. For example, using daily or weekly data, the regression for the $i^{th}$ asset in a given quarter, $\tau$ is estimated as

$$r_{i,t} = \alpha_{i,\tau} + \beta_{i,\tau} r_{m,t} + \epsilon_{i,t}.$$  (6)

The significance of the alphas is then tested in a Fama and MacBeth (1973) framework,

$$\alpha_i = \frac{1}{T} \sum_{\tau=1}^{T} \alpha_{i,\tau}, \quad \text{VAR}(\alpha_i) = \frac{1}{T^2} \sum_{\tau=1}^{T} (\alpha_{i,\tau} - \alpha_i)^2.$$  (7)

Although not tested directly by Lewellen and Nagel (2006), the Fama and MacBeth (1973) framework is readily adjusted for the joint test that $\alpha = 0$.

However, as identified by Boguth et al. (2011), this testing procedure suffers from an overconditioning bias as the conditional beta, $\beta_\tau$, and the market return $r_{m,t}$ are estimated from information not contained within the investor’s information set, $\Omega_{t-1}$. As such, the mean of the overconditioning bias is defined as

$$\bar{\Delta}_{\alpha}^{OC} \equiv -\text{COV}[(\beta_{i,\tau} - \beta_{i,\tau|t-1}), (r_{m,\tau} - \bar{r}_{m,\tau})].$$  (8)

Boguth et al. (2011) highlight that as the sample size grows $\beta_{i,\tau|t-1} \to \beta_{i,\tau}$ and the overconditioning bias should be small. Their empirical results show that correcting for the overconditioning bias by using only information in the investor’s information set reduces estimated alphas by between 20% and 40% on momentum portfolios.

Finally, the recent work of Bali and Engle (2010, 2014) has also investigated the validity of the conditional CAPM using a bivariate GARCH in mean framework. Specifically, the system of
where \( h_{i,t} \) and \( h_{m,t} \) are the conditional variances, \( h_{im,t} \) is the conditional covariance, \( \rho_{im,t} \) is the conditional correlation, \( u_{i,t} \) and \( u_{m,t} \) are standardised residuals while all remaining terms that are not defined are parameters. As the Dynamic Conditional Correlation (DCC) model only uses lagged information in forming conditional expectation, this approach does not suffer from an overconditioning bias. In fact, Bali and Engle (2014) highlight this point by comparing their GARCH based approach to that of Lewellen and Nagel (2006). However, it is noted that in testing the pricing errors of the conditional CAPM that the approach assumes that the reward-to-risk ratio, \( \lambda \), is constant through time. Moreover, while Bali and Engle (2010) report a Wald statistic for the joint test, no detail is provided on the calculation of this statistic. Despite these perceived limitations, they find in support for the conditional CAPM in all but the momentum portfolios.

3 A new test of the conditional CAPM

This paper proposes a new test of the conditional CAPM. The proposed test follows in the spirit of Bali and Engle (2010, 2014) in that it utilises multivariate volatility models to estimate conditional betas given their success at modelling the conditional variance and covariance of returns relative to models of the conditional mean. However, the novelty of this new test is that it will provide a joint test of the conditional CAPM that takes into consideration the covariances between pricing errors.

To formulate the test, the setting includes \( N \) assets that aggregate to the market portfolio. The \( N \times 1 \) vector of asset returns from the conditional CAPM at time \( t \) is expressed as

\[
\mathbf{r}_t = \beta_t(\boldsymbol{\theta}) \mathbf{r}_{m,t} + \mathbf{e}_t. \tag{9}
\]

where \( \beta_t(\boldsymbol{\theta}) \) is formed from the conditional volatility models that are governed by a \( P \times 1 \)
parameter vector $\theta$. If we follow a GMM specification and treat the volatility estimates as primitive, the moment conditions for estimating the average pricing error can be written as

$$g_t(\alpha) = E [r_t - \alpha - \beta_t(\theta) r_{m,t}] .$$

(10)

Given the specification of these moment conditions and that the system is exactly identified, $\alpha = T^{-1} \sum_{t=1}^{T} e_t$. To get the GMM standard errors, $g_t(\alpha)$ is differentiated with respect to the parameter vector,

$$\frac{\partial g_t(\alpha)}{\partial \alpha} = D = -I_N ,$$

(11)

where $I_N$ is the $N \times N$ identity matrix. The efficient estimator of the asymptotic variance of $g_t(\alpha)$ is

$$S = E[e_t e'_t] - \alpha \alpha'.$$

(12)

Under the null, $S = E[e_t e'_t]$, such that

$$\text{COV} (\alpha) = T^{-1} D^{-1} S D^{-1} = T^{-1} E[e_t e'_t] .$$

(13)

In implementing this test, we note that as the $N$ assets aggregate to the market portfolio, the return on the market portfolio at time $r_{m,t}$ can be written as $r_{m,t} = w_{t-1}' r_t$, where $w_{t-1}$ previous periods $N \times 1$ vector of market value asset weights that sum to one. The $N \times N$ matrix of conditional covariances of asset returns is defined as $\Sigma_t$. Given these inputs, the vector of conditional covariances between asset and market returns is $\Sigma_t w_{t-1}$ and the market variance is $w_{t-1}' \Sigma_t w_t$. Then substituting terms into (9),

$$e_t = \left( I_N - \Sigma_t w_{t-1} (w_{t-1}' \Sigma_t w_{t-1})^{-1} w_{t-1}' \right) r_t .$$

Solving for $E[e_t e'_t]$ and COV $[\alpha]$

$$E_t [e_t e'_t] = \left( I_N - \Sigma_t w_{t-1} (w_{t-1}' \Sigma_t w_{t-1})^{-1} w_{t-1}' \right) E_t [r_t r'_t] \left( I_N - \Sigma_t w_{t-1} (w_{t-1}' \Sigma_t w_{t-1})^{-1} w_{t-1}' \right)'$$

$$= \Sigma_t - \Sigma_t w_t (w_{t-1}' \Sigma_t w_{t-1})^{-1} w_{t-1}' \Sigma_t$$

$$= \Omega_t$$

$$E_t [e_t e'_t] = \Omega = T^{-1} \sum_{t=1}^{T} \Omega_t$$

$$\text{COV} [\alpha] = T^{-1} \Omega$$

Finally, given the estimates of $\alpha$ and COV $[\alpha]$, the null hypothesis of no systematic pricing
errors is simply tested by the Wald test,

\[ \alpha' \text{COV} [\alpha]^{-1} \alpha \sim \chi^2_m, \]

where there are \( m \) restrictions under the null.

In the above approach, the test statistic ignored uncertainty in estimates of the volatility parameter vector. In order to account for this uncertainty when computing the standard errors for \( \alpha \), we introduce two derivations that produce the same result. Both note that we have already estimated the volatility parameters using maximum likelihood, but we only present the first approach here. The second approach is presented in Appendix A. Starting with,

\[ \frac{\partial \text{ll}(\theta; r_t)}{\partial \theta} = 0. \] (14)

We then introduce an expression

\[ g_t(\theta_A) = \begin{bmatrix} \frac{\partial \text{ll}(\theta; r_t)}{\partial \theta} \\ r_t - \alpha - \beta_t(\theta) r_{m,t} \end{bmatrix} \] (15)

where \( \theta_A \) is the \((P + N) \times 1\) parameter vector for all volatility model parameters and alphas. In undertaking this approach, it is observationally equivalent to setting \( \alpha \) to a vector of \( N \) zeros and using a weighting matrix that only weighted the first group of moments and using the non-efficient weighted specification test. GMM standard errors are computed as

\[ \frac{\partial g_t(\theta_A)}{\partial \theta_A} = D = \begin{bmatrix} \frac{\partial^2 \text{ll}(\theta; r_t)}{\partial \theta \partial \theta'} \\ -\nabla \beta_t \cdot f_t - I_N \end{bmatrix} \] (16)

where \( \nabla \beta_t = \frac{\partial \beta_t(\theta)}{\partial \theta} \) is computed by numerically differentiating the function. A consistent estimator can be formed by using the sample average of the product of the derivative of beta with respect to the parameters times the factor return.

To compute the standard errors of the estimates of \( \alpha \), we start with

\[ \text{COV}(\theta_A) = T^{-1} D^{-1} S(D')^{-1}. \] (17)

The derivation of \( \text{COV}(\theta) \) is presented in Appendix B. However, the 2,2 sub-matrix element

\[ \text{It is trivial to extend for time-varying pricing errors by modelling them as } \alpha_t = \theta_{\alpha} \cdot Z_{t-1} \text{ and replacing the second part of the moment conditions with } (r_t - \theta_{\alpha} \cdot Z_{t-1} - \beta_{t(\theta_{\beta})} \cdot f_t) \otimes Z_{t-1}. \]
corresponds to $\text{COV} (\alpha)$, which is

$$
\text{COV} (\alpha) = T^{-1} \left( \bar{\Omega} + \nabla \beta_t \cdot f_t H^{-1} I_{OP} H^{-1} \left( \nabla \beta_t \cdot f_t \right)' + T^{-1} \frac{\partial \ell (\theta, r_t)}{\partial \theta} \varepsilon_t' H^{-1} \left( \nabla \beta_t \cdot f_t \right)' + \nabla \beta_t \cdot f_t H^{-1} T^{-1} \frac{\partial \ell (\theta, r_t)}{\partial \theta'} \varepsilon_t \right).
$$

(18)

The test statistic is then simply,

$$
\alpha' \text{COV} (\alpha)^{-1} \alpha \sim \chi^2_N.
$$

By accounting for parameter uncertainty in the volatility models, the covariance matrix for the pricing errors includes adjustments for the covariance matrix of the maximum likelihood estimates of the volatility parameters, $H^{-1} I_{OP} H^{-1}$, plus an adjustment for the covariance between the estimators.

4 Data

To apply and analyse our proposed approach to testing the conditional CAPM, portfolio returns data, measured at daily and monthly frequencies, for the period 2 January 1958 to 30 December 2016 is obtained from Ken French’s data library [http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/](http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/). The portfolios for which data are collected include: the decile sorted size and industry portfolios and the Fama-French 25 (quintile, double sorted size and book-to-market portfolios). Additional data is collected for the market value of each portfolio, average firm size in each portfolio, the risk-free rate of return and the market return. In total, the daily data series consists of 14,726 return observations for each portfolio while the equivalent monthly data series has 702 return observations.

As an indication of the properties of the data collected, basic descriptive statistics on daily and monthly returns on the size portfolios, market and risk-free asset are presented Table [1].

The size portfolio returns, refer Panel A, are consistent with the finance literature in that the smallest firms generally display the greatest mean and standard deviation of returns, although this decline is not always monotonic. The Jarque-Bera test rejects normality of returns and there are some large return autocorrelations at the first lag for the smaller portfolios.

[INSERT TABLE[1] HERE]
5 Size Results

5.1 Existing tests of unconditional and conditional CAPM

Table 2 presents parameter estimates and test results of the unconditional and conditional CAPMs. The unconditional results of the individual portfolios presented in Panel A indicate that alpha and beta tend to decrease in size, although not monotonically. Six of the estimated alphas display some degree of statistical significance, which provides evidence against the unconditional CAPM. The joint tests in Panel B confirm this result as the unconditional CAPM is rejected at the 1% level.

The remaining columns of Table 2 report test results of the conditional CAPM based on the methodology of Lewellen and Nagel (2006). Clearly, the average $\alpha_i$ and $\beta_i$ based on this methodology stand in stark contrast to their unconditional counterparts. All alphas are larger in magnitude, generally by a factor of two or more, and almost all are highly significant. It is then of no surprise that this significant under pricing is then evident through relatively small average betas. Moreover, the fact that the smallest betas are reported for the smaller portfolios highlights a major disconnection between the unconditional and conditional models as reported here. A comparison to results of Lewellen and Nagel (2006), albeit limited due to different datasets and the fact they did not report results for monthly rolling regressions, show that the alphas do somewhat reconcile. However, there is no reconciling the reported betas. Finally, and unsurprisingly, the joint Wald test clearly rejects the conditional CAPM.

[INSERT TABLE 2 HERE]

5.2 New Test with Symmetric GARCH-type Models

Subsequent to the rejection of both the unconditional and conditional CAPMs, we then apply our new estimation and testing approach to the conditional CAPM. The derivation of the alpha estimate and joint test statistic in Section 3 did not rely on any specific model of multivariate volatility. As such, a variety of volatility models could be used in testing the conditional CAPM. An extensive literature on conditional volatility models exists and we leave reference of these models to the detailed survey papers of Andersen, Bollerslev, Christoffersen & Diebold (2006), Bauwens, Laurent & Rombouts (2006), and Silvennoinen & Teräsvirta (2009). In this study, we simply select a set of multivariate volatility models capable of modelling moderately sized dimensions $N \leq 25$ but of known varying quality. Our initial set of models, which we describe in brief detail, are all symmetric in that volatility responds equally to positive and negative returns of the same magnitude.
The first model used to capture the time-varying nature of volatility is a simple equally weighting moving average (EQMA) model,

\[ H_t = \frac{1}{M} \sum_{j=1}^{M} \epsilon_{t-j} \epsilon'_t, \quad (19) \]

where \( M \) is the number of observations within the window and \( \epsilon_{t-j} \) is a lagged \( N \times 1 \) demeaned return vector. As the window moves through time, conditional volatility estimates change with the addition of new information and the removal of the oldest information. For this study, we set \( M = 60 \) as it corresponds to five years of monthly data.

The second model is the exponentially weighted average (EWMA) of RiskMetrics (1996). As suggested by its name, this model employs an exponential weighting scheme that places greater weight of more recent observations. Specifically,

\[ H_t = \sum_{j=1}^{\infty} \lambda^{j-1} (1 - \lambda) \epsilon'_{t-j} \epsilon_{t-j} \]

\[ = \lambda H_{t-1} + (1 - \lambda) \epsilon_{t-1} \epsilon'_{t-1}, \]

where the parameter \( \lambda \) controls the decay weights. Following from RiskMetrics (1996), \( \lambda \) is set at 0.97 for monthly data.

The third model is the Dynamic Conditional Correlation (DCC) of Engle (2002). The DCC provides a parametric alternative to the simple filters described above and, unlike other parametric approaches, it can model the volatility dynamic in moderate dimensions, \( N \leq 25 \), due to its decomposition of the conditional covariance matrix into conditional volatility and conditional correlation components,

\[ H_t = D_t R_t D_t \]

(20)

where \( D_t \) is a \( N \times N \) diagonal matrix of conditional standard deviations and \( R_t \) is a \( N \times N \), well-defined, positive definite conditional correlation matrix. Through this decomposition, estimation is performed with a two-step quasi-maximum likelihood procedure that first estimates each of the conditional volatility equations and then subsequently estimates the conditional correlation equation. Reference can be made to Engle and Sheppard (2001) for detail on this procedure. A further benefit of this estimation approach is that a variety of conditional volatility and correlation specifications can be used within DCC. To start, we model conditional volatility with the classic GARCH(1,1) of Bollerslev (1986),

\[ h_{i,t} = \omega_i + \alpha_i \epsilon^2_{i,t-1} + \beta_i h_{i,t-1}, \quad (21) \]

where \( \omega_i, \alpha_i \) and \( \beta_i \) are parameters for each asset \( i \). The conditional correlation is then modelled
with Engle’s (2002) mean reverting specification,

\[ Q_t = (1 - \alpha - \beta) \bar{Q} + \alpha z_{t-1} z_{t-1}' + \beta Q_{t-1} \]  (22)

where \( \alpha \) and \( \beta \) are parameters, \( Q_t \) is a \( N \times N \) matrix of conditional covariances of standardised returns, which are \( z_{i,t-1} = \frac{\epsilon_{i,t-1}}{\sqrt{h_{i,t-1}}} \), and \( \bar{Q} \) is the unconditional covariance matrix of the standardised returns. Finally, to ensure that correlations are well-defined on the main diagonal,

\[ R_t = Q_t^{-1/2} Q_t Q_t^{-1/2}. \]  (23)

The final model considered is an extension of the Mixed Data Sampling (MIDAS) specification of Ghysels, Santa-Clara and Valkanov (2005a, 2005b) to the multivariate space. There exists several potential advantages of the MIDAS specification. First, it can use higher frequency data when modelling a variable of interest that is observed or measured at a lower frequency. For example, this study uses high frequency daily return data to estimate monthly volatility. The perceived advantage of using this approach is twofold in that there is more data to estimate the model and that more recent data is available. Finally, MIDAS provides a parsimonious approach to estimating decay weights through its use of the beta or exponential functions.

To employ the MIDAS in the multivariate setting, we simply follow the DCC decomposition, \( H_t = D_t R_t D_t \). Conditional variances are modelled in the standard MIDAS specification of Ghysels, Santa-Clara and Valkanov (2005b), although we use the beta function rather than the exponential function when estimating weights and allow for the scale parameter, \( \phi_i \), to be estimated,

\[ h_{i,t} = \phi_i \Sigma_{k=0}^{k_{max}} b (k; \theta_{i,1}; \theta_{i,2}) \varepsilon_{i,t-k}^2. \]  (24)

where \( b (k; \theta_{i,1}; \theta_{i,2}) \) is the beta function,

\[ b (k; \theta_{i,1}; \theta_{i,2}) = \frac{f \left( \frac{k}{k_{max}}, \theta_{i,1}; \theta_{i,2} \right)}{\sum_{j=1}^{k_{max}} f \left( \frac{j}{k_{max}}, \theta_{i,1}; \theta_{i,2} \right)}, \]  (25)

where \( f (z, a, b) = \frac{z^{a-1}(1-z)^{b-1}}{\beta(a,b)} \) where \( \beta(a,b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)} \), \( \Gamma \) is the gamma function and all weights sum to one given the normalisation that occurs. When estimating the model, we restrict \( \phi_i > 0 \), \( \theta_{i,1} = 1 \) and \( \theta_{i,2} > 1 \). The later of these restrictions ensures that the beta function produces a positive declining weighting scheme for lagged squared returns. Finally, we also estimate the model with Ghysels, Santa-Clara and Valkanov (2005b) restriction that \( \phi_i = 22 \), which is consistent with assumption that returns are i.i.d.
The modelling of conditional correlation follows a similar process to that of the basic volatilities,

\[ Q_t = \sum_{k=0}^{k_{max}} b(k; \theta_1; \theta_2) z_{t-k}z'_{t-k}. \]  

(26)

No scale parameter is required as it is redundant due to the transformation \( R_t = Q_t^{-1/2} Q_t Q_t^{-1/2} \) and the \( \theta \) parameters are restricted as above. In applying the maximum likelihood, only returns at the lowest sampling frequency (e.g. monthly) are directly used to estimate the conditional correlation equation. This ensures the internal consistency of the model as we cannot standardised daily returns because we do not have estimates of daily conditional volatilities.

Parameter estimates and related statistics of the DCC and MIDAS models are presented in Table 3. To distinguish between the two estimated MIDAS models, we refer to MIDAS model where only the weight parameter is estimated as MIDAS\(_w\) and the one where both weight and scale are estimated as MIDAS\(_{ws}\). Panel A of Table 3 shows that most estimated parameters are significant. Interestingly, when the scale parameter is estimated for the MIDAS model, it is always larger than 22 and in some instances it is more than three times larger. Formal tests of the relative statistical quality of the volatility equations are conducted using the nested and non-nested likelihood ratio tests described in Vuong (1989). These tests indicate that both MIDAS specifications are rejected when tested against the simple GARCH model, although the MIDAS\(_{ws}\) is only rejected for the smaller portfolios. Relative to each other, MIDAS\(_{ws}\) is clearly the superior MIDAS specification. Interestingly, despite rejecting the restricted MIDAS model, Panel B indicates that the choice of MIDAS specification has limited impact on the dynamics of the correlation equation as the estimated parameters are almost identical.

Further evaluation of the parameters indicates a high level of persistence in volatility as the sum of the GARCH(1,1) parameters \( \alpha_i \) and \( \beta_i \) is close to one. Persistence within the MIDAS specification is somewhat harder to identify given the scale parameter. However, the weighting parameter provides some insight as larger parameters indicate less persistence with more weight placed on more recent observations. From Panel A, it is then evident that the larger weighting parameters for MIDAS\(_{ws}\) places greater emphasis on the most recent observations.

[INSERT TABLE 3 HERE]

To see the full impact of the estimated parameters on the weighting functions, the scale term must also be considered. Figure 1 plots the scale adjusted weights applied to lagged squared returns for both MIDAS models for the Small, Medium and Big portfolios. For the Big portfolio the weights are largely the same for both MIDAS models given both models have similar parameter values. However, for the Small and Medium portfolios the weights differ substantially. First, the impact of the larger scale parameter, which is up to three times larger for MIDAS\(_{ws}\), is
clearly evident as the MIDAS\(_w\) places substantially more weight on lagged observations than its restricted counterpart. Second, for the Medium portfolio, the larger weighting parameter estimates have resulted in much more weight being placed on the most recent observations and virtually all the weight is placed on the first 100 observations, which corresponds approximately to the previous four months of observations. Given these plots and the likelihood ratio tests reported above, it is concluded that the restriction that \(\phi_i = 22\) is too restrictive for all but the largest of size portfolios.

[INSERT TABLE 1 HERE]

Table 4 reports average pricing errors and associated statistics for the conditional CAPM when based on the EWMA, EQMA, DCC and MIDAS models. Panel A reports and tests the average pricing errors of the individual size portfolios while Panel B reports the average absolute pricing error across all portfolios and our new joint test statistics. The first result of note is that the conditional CAPM based on the EQMA or EWMA models performs poorly across half of the portfolios as the average pricing error of the conditional model is larger than equivalent one for the unconditional model. Although the larger pricing error does not necessarily translate into additional rejections of the model, the conditional CAPM is rejected for half of the portfolios. The joint tests reported in Panel B confirm this result as the conditional CAPM is rejected at the 10% level of significance for both EQMA and EWMA.

Results improve for the conditional CAPM when it is based DCC model. In Panel A, eight of the ten portfolios now have smaller average pricing errors than the unconditional model and only three are significant. Moreover, despite the overall decline in average absolute alpha being a modest 7%, the joint tests do not reject the conditional CAPM based on DCC. Interestingly, the similarity of the unadjusted and adjusted joint test statistics indicates that the effect of parameter uncertainty in the volatility model is limited in this case.

The final results of Table 4 to report are those based on the MIDAS models. These results are quite disparate and warrant some discussion. To start, the conditional CAPM based on the MIDAS\(_w\) performs terribly on all but the largest of portfolios. When compared to the results from the DCC based model, the pricing error can be up to twice the size and the overall average absolute pricing error is approximately 50% larger. Individual and joint tests further highlight this terrible performance as the conditional CAPM is rejected for most portfolios and the joint tests are rejected at all conventional levels of significance. These results stand in stark contrast to MIDAS\(_w\). By simply providing flexibility in the scale parameter estimated, this MIDAS specification produces the smallest average pricing errors for all portfolios, which results in average absolute pricing error that is approximately 60% smaller than those of the unconditional
model and the conditional model based on DCC. Unsurprisingly, none of the individual tests or the joint test statistics reject the conditional CAPM. In addition, the adjusted joint test indicates that the test statistic is not overly sensitive to the volatility parameter estimates. Clearly, these results indicate that the MIDAS model can reduce the pricing errors of the conditional CAPM, although the MIDAS specification employed is of significance importance.

While the above results support the MIDAS\textsubscript{ws} version of the conditional CAPM, sub-sample analysis indicates a significant flaw in the MIDAS\textsubscript{ws} model. Figure (2) plots the average pricing errors of the unconditional CAPM and the conditional CAPM based on DCC, MIDAS\textsubscript{w} and MIDAS\textsubscript{ws} for the full sample, first half and second half of the samples in panels A, B and C, respectively. What is evident from these plots is that MIDAS\textsubscript{ws} performs poorly in both halves of the sample and that the small average pricing error of MIDAS\textsubscript{ws} over the full sample is not driven by ‘better’ pricing \textit{per se}. Instead, the full sample results are a direct result of excessive over-pricing in the second half of the sample that has produced large negative pricing errors for the smaller portfolios. The result of which is artificially low full sample results. Hence, while MIDAS\textsubscript{ws} performed marginally better than other models in the first half of the sample, we cannot conclude that it produces better results for the conditional CAPM given its relative poor performance in the later half of the sample.

To explain the over-pricing by the conditional CAPM based on MIDAS\textsubscript{ws} in the later half of the sample, we plot the volatility (standard deviation) of the Small portfolio for the DCC and MIDAS\textsubscript{ws} models against the difference in the standard deviation of monthly and the square-root of monthly realised variance; Figure (3) What this plot reveals is that the fitted volatility of MIDAS\textsubscript{ws} deviates dramatically from that of DCC in the later part of the sample. This deviation occurs at exactly the same time that the difference in volatility measures inverts from being generally positive, where squared returns are greater than realised volatility, to being generally negative. Unfortunately for the MIDAS\textsubscript{ws} model, its specification lacks the flexibility needed to overcome this structural change in the volatility relation. Hence, the scale parameter that bridges the gap between the volatility measures for the first part of the sample produces excessive estimates of volatility in the later part of the sample because of a structural change in the underlying volatility relation. The end result of which is systematic over pricing by the conditional CAPM.
5.3 Testing with autocovariance corrected MIDAS

To overcome the problems of MIDAS\(_\text{ws}\) in situations where the autocovariance of daily return changes, we propose a simple adjustment. Specifically, following from French, Schwert and Stamburg [1987], we include an autocovariance term for lagged returns in the MIDAS model to help bridge the gap between squared monthly returns and the realised measure. Referring to the model as MIDAS\(_{\text{wsac}}\), where the additional \(ac\) in the subscript indicates an estimate for autocovariance, we specify the model as

\[
h_{i,t} = \phi_{i,1} \sum_{k=0}^{k_{\text{max}}} b(k, \theta_{i,1}; \theta_{i,2}) \varepsilon_{i,t-k}^2 + \phi_{i,2} I_0 \sum_{k=0}^{k_{\text{max}}-1} b(k, \theta_{i,3}; \theta_{i,4}) \varepsilon_{i,t-k} \varepsilon_{i,t-k-1},
\]

(27)

where \(\phi_{i,2}\) is a strictly positive scale parameter and \(I_0\) is an indicator function that equals one only when \(\sum_{k=0}^{k_{\text{max}}-1} b(k, \theta_{i,3}; \theta_{i,4}) \varepsilon_{i,t-k} \varepsilon_{i,t-k-1} > 0\) to ensure that variances remain positive. It is noted that the indicator function still allows for negative values within the truncation period as long as the weighted sum of all autocovariances is non-negative.

Table 5 reports the parameter estimates, average pricing errors and related statistics for the MIDAS\(_{\text{wsac}}\) model. For this version of MIDAS, the autocovariance parameters are all significant and their inclusion has a dramatic effect on the scale parameter. In particular, the scale parameter on squared returns reduces for all portfolios and is never significantly larger than 22, although it is significantly smaller than 22 on three occasions. These results show that the autocovariance term is an important as it captures part of the volatility dynamic that previously was captured by the scale term. Figure 4 further highlights the value of the autocovariance term by plotting the weights on lagged squared returns for the MIDAS\(_{\text{wsac}}\) and MIDAS\(_{\text{ws}}\) models.

Consistent with reported parameter values, the Small portfolio sees a dramatic reduction in weights with the inclusion of the autocovariance term while more modest reductions are noted for the Medium and Big portfolios. Although the weights on the larger portfolios show modest changes, the likelihood ratio tests reported in Table 5 show that the MIDAS\(_{\text{wsac}}\) specification is superior to its restricted counterpart. Moreover, unlike earlier tests that the MIDAS\(_{\text{ws}}\) was inferior to the GARCH model, the non-nested likelihood ratio does not find that the MIDAS\(_{\text{wsac}}\) is inferior to GARCH model. In fact, MIDAS\(_{\text{wsac}}\) is found to be superior for the Big portfolio.

In terms of average pricing errors, the average absolute alpha reported in Table 5 is larger than spurious ones reported for MIDAS\(_{\text{ws}}\) but, at 0.078, it is still 32% smaller than that reported for DCC. Hence, it is of no surprise that joint tests cannot reject the conditional CAPM.

[INSERT TABLE 5 HERE]

[INSERT FIGURE 4 HERE]
Figure 5 plots the average pricing errors of \( \text{MIDAS}_{wsac} \) against the unconditional CAPM and DCC. The primary results of these plots is that \( \text{MIDAS}_{wsac} \) produces smaller average pricing errors than its two counterparts without the over-pricing errors that afflicted \( \text{MIDAS}_{ws} \) in the second half of the sample. Finally, Figure 6 demonstrates that this improved performance of \( \text{MIDAS}_{wsac} \) is driven, in part, by its ability not to deviate from other volatility measures when the autocovariance relation inverts.

5.4 Testing with a Asymmetric GARCH-type Models

Our final addition into the modelling of conditional volatility is to include asymmetric effects into the conditional volatility equations of the DCC and MIDAS models. It is well established in the literature that the reaction of volatility to negative returns is larger than positive returns of the same magnitude. Often referred to as the leverage effect, this effect is easily incorporated into the GARCH and MIDAS specifications. For GARCH, we employ the asymmetric model of Glosten, Jagannathan and Runkle (1993),

\[
h_{i,t} = \omega_i + (\alpha_i + I_0 \delta_i) \varepsilon_{i,t-1}^2 + \beta h_{i,t-1},
\]

(28)

where \( I_0 \) is one whenever \( \varepsilon_{i,t-1} < 0 \) and \( \delta \) is a parameter. The asymmetric MIDAS specification follows Ghysels, Santa-Clara and Valkanov (2005b),

\[
h_{i,t} = 2 \sum_{k=0}^{k_{max}} b(k; \theta_{i,1}; \theta_{i,2}) I_0^- \varepsilon_{i,t-k}^2 + (2 - \phi_{i,2}) \sum_{k=0}^{k_{max}} b(k; \theta_{i,3}; \theta_{i,4}) I_0^+ \varepsilon_{i,t-k}^2
\]

(29)

where the \( \phi_{i,2} \) parameter now controls the weight placed on squared negative and positive returns, and \( I_0^- \) and \( I_0^+ \) are indicator functions that identify positive and negative returns. This specification allows for different weighting functions to be applied to squared negative and positive returns. However, as is our experience reported below, estimating this model can prove challenging as the asymmetric scale term often sits on a boundary condition which causes identification issues that result in difficulties in estimating the weighting parameter and associated standard errors. Therefore, when extending the model to allow for an estimated scale, we propose an alternative approach to overcome estimation issues. In our extension, we simply use separate scale parameters for negative and positive squared returns but apply the weighting function to each. In this case, if either of the scale terms is zero, the model is still
identified. Specifically,

$$h_{i,t} = \phi_{i,1} \sum_{k=0}^{\kappa_{\text{max}}} b(k, \theta_{i,1}; \theta_{i,2}) I_0^2 \varepsilon_{i,t-k}^2 + \phi_{i,2} \sum_{k=0}^{\kappa_{\text{max}}} b(k, \theta_{i,1}; \theta_{i,2}) I_0^+ \varepsilon_{i,t-k}^2. \quad (30)$$

We did consider using separate weighting functions and scale parameters that allow the scale parameters to be negative. However, even after ensuring all volatility estimates are positive, this approach does not overcome identification issues as the set of possible scale parameter values includes zero. Finally, we also estimate the model with autocovariance term,

$$h_{i,t} = \phi_{i,1} \sum_{k=0}^{\kappa_{\text{max}}} b(k, \theta_{i,1}; \theta_{i,2}) I_0^{-} \varepsilon_{i,t-k}^{-2} + \phi_{i,2} \sum_{k=0}^{\kappa_{\text{max}}} b(k, \theta_{i,1}; \theta_{i,2}) I_0^+ \varepsilon_{i,t-k}^2
+ \phi_{i,3} I_0 \sum_{k=0}^{\kappa_{\text{max}}-1} b(k, \theta_{i,3}; \theta_{i,4}) \varepsilon_{i,t-k} \varepsilon_{i,t-k-1}. \quad (31)$$

It is noted that we employ the same parameter restrictions on the scale and weighting parameters as described earlier. Therefore, even in the most general specification estimated, it is still somewhat parsimonious as it includes only five estimated parameters (3 scale and 2 weighting).

Parameter estimates for the DCC and MIDAS models are presented in Table 6. Estimates of the GJR-GARCH model show that significant asymmetric effects are present in seven of the ten size portfolios. Interestingly, the Small, ‘5’ and Big portfolios have no significant ARCH terms. The leverage effect is also present across the MIDAS models, however, its impact shows some degree a variability. For example, MIDAS$_{w-asym}$, which has the scale term set to 22, the parameter that determines the weight applied to squared negative and positive returns, places significantly more weight on squared negative returns across all ten portfolios. That being said, all estimated volatility equations apart from the Big portfolio have at least one estimated parameter sitting on a boundary condition. MIDAS$_{wsac-asym}$ produces similar results with seven of the volatility equations placing no weight on squared positive returns. The only result that is a little less clear in terms of the asymmetric effect is for MIDAS$_{ws-asym}$. In this instant, the three smallest portfolios place greater weight on positive squared returns. It is important to note that these results do differ from those reported Ghysels et al. (2005b) who found that the asymmetry favoured positive returns within MIDAS. However, time periods and portfolios do differ, although it is noted that the result for the Big, which is closes to Ghysels et al. (2005b) market portfolio, still differs.

Three additional results from Table 6 warrant further comment. First, the autocovariance term in MIDAS$_{wsac-asym}$ remains significant with the leverage effect. Second, likelihood ratio tests find that only the MIDAS$_{wsac-asym}$ is not inferior to the GJR-GARCH. They also confirm the statistical importance of the asymmetric term. Finally, as noted with earlier estimates, the different approaches to modelling conditional volatility appear to have minimal impact on the conditional correlation equation.
Table 7 and Figure 7 present average pricing errors for the models that include asymmetric terms. The most striking results here are that the asymmetric term does not necessarily improve pricing. Obviously, as beta is a ratio of conditional covariance to variance, the ratio of ‘better’ estimates does not necessarily produce a ‘better’ beta. That being said, the differences between the symmetric and asymmetric models appear trivial. However, it is noted that the change from the unadjusted to adjusted test statistic is relatively large for the MIDAS$_{w-\text{asym}}$ and this most likely reflects the model parameters sitting on boundary conditions and their large standard errors. Moreover, based on the unadjusted test statistic, the conditional CAPM based on DCC is now rejected at the 10% level when GJR-GARCH is used as the univariate volatility model. Finally, the asymmetric MIDAS still performs poorly on the small portfolios when the autocovariance term is excluded. This result provides further support for using the autocovariance term in MIDAS models when used to estimate conditional monthly volatility based on daily returns.

6 FF25 and Industry Portfolio Results

As an examination of the robustness of the results reported, we extend our analysis to the Fama-French 25 (FF25) and Industry portfolios. For the sake of brevity and given earlier results, we simply present summary results for the unconditional CAPM and conditional CAPM based on the DCC$_{GJR}$, MIDAS$_{wsac}$ and MIDAS$_{wsac-asym}$ models. Table 8 presents the average absolute alpha for the four versions of CAPM and the test statistics of the conditional models. Panel A shows that the reduction in the average absolute pricing error for conditional CAPM based on the DCC and MIDAS models is 12%, 29% and 24%, respectively. Although somewhat smaller in magnitude, these results are similar to the Size portfolio results where the reduction of average pricing error of the conditional CAPM was greatest for the MIDAS models. However, despite the reduction in pricing errors, the conditional CAPM is still rejected for the FF25 for all models at the 1% level in all cases bar the adjusted test statistic for the MIDAS$_{wsac}$ where it is rejected at the 5% level.

The equivalent Industry portfolio results are reported in Panel B. Once again, the reductions in average absolute pricing error is greatest for the MIDAS specification, although the reduction
is a more modest 14%. That being said, the joint test statistics reveal that conditional CAPM is only rejected when its estimates are from the DCC model. In part, these results reflect the additional variation in pricing errors that comes from the MIDAS model. However, as most examples have seen the MIDAS models produce the smallest average pricing errors, it is evident that our conclusions come from an improvement in pricing accuracy, at least on average.

7 Conclusion

This paper extends tests of the conditional CAPM based on GARCH type models such that the test only makes assumptions on the volatility dynamics rather than the price of risk. In doing so, the testing procedure avoids the over-conditioning bias of earlier papers by only using information within the investor’s information set and removes limiting assumptions such as a constant reward-to-risk ratio. A derivation of the Wald type test statistic is provided where the test statistic does and does not account for uncertainty in the volatility parameter estimates. Finally, the effect of the volatility model on the testing is considered.

Applied to the size sorted portfolios, several new and relevant results are evident. First, relative to the unconditional alpha, the conditional alphas reported are up to 32% smaller. However, this result is dependent on the choice in volatility model as this reduction is only reported for the MIDAS model that employs daily return data, estimates a scale parameter and accounts for the autocovariance in daily returns. The models that employ monthly returns show smaller improvements, at best, over the unconditional model in terms of average pricing errors. However, the improvement was sufficient enough for the conditional CAPM not to be rejected for the size portfolios. Second, while parameter uncertainty of the volatility impacts the tests, its effects are generally limited in most cases bar those where parameters are close to boundary conditions. As such, the basic test statistic that treats volatility as known works reasonably well if one considers that the parameters of the volatility model are reasonably well estimated. Finally, consistent with other findings in the literature, the conditional CAPM cannot be rejected based on tests of the average pricing errors of the size and industry portfolios but it is rejected for the Fama-French 25 portfolio.
8 Appendix A

If we specify the moment conditions for the estimation of the volatility model parameters and the conditional CAPM as

$$g_t(\theta_A) = \left[ \frac{d \eta_t}{d \theta} \right]_{r_t - \beta_t(\theta)r_{m,t}}$$  \hspace{1cm} (32)$$

Following from Cochrane (2001, p.205), we use a prespecified weighting matrix, $W$, that uses the moments from the volatility models to estimate the volatility parameters but then uses the remainin moment from the conditional CAPM to test the conditional CAPM. Specifically,

$$g_t(\theta_A)' W g_t(\theta_A) = g_t(\theta_A)' \left[ \begin{array}{ccc} I_{P \times P} & 0_{P \times N} \\ 0_{N \times P} & 0_{N \times N} \end{array} \right] g_t(\theta_A).$$  \hspace{1cm} (33)$$

Given $W$ is a prespecified weighting matrix, the asymptotic covariance matrix of $g_t(\theta_A)$ is

$$\text{COV}[g_t(\theta_A)] = T^{-1} \left( I_{(P+N) \times (P+N)} - D(D'WD)^{-1}D'W \right) S \left( I_{(P+N) \times (P+N)} - WD(D'WD)^{-1}D' \right).$$  \hspace{1cm} (34)$$

Defining,

$$D = \left[ \begin{array}{c} H \\ -\nabla \beta_t f_t \end{array} \right],$$  \hspace{1cm} (35)$$

and

$$S = \left[ \begin{array}{cc} I_{OP} & S_{(1,2)} \\ S'_{(1,2)} & \bar{\Omega} \end{array} \right],$$  \hspace{1cm} (36)$$

where $H = \frac{\partial^2 \eta_t(\theta, y)}{\partial \theta \partial \theta}$, $I_{OP}$ is the informaiton matrix and $S_{(2,1)} = \mathbb{E}(\frac{\partial \eta_t(\theta, y)}{\partial \theta} \varepsilon_t')$. Noting the following results,

$$D'W = \left[ \begin{array}{cc} H & 0_{P \times N} \end{array} \right],$$

$$D'WD = H^2$$

$$D(D'WD)^{-1}D'W = \left[ \begin{array}{cc} I_{P \times P} & 0_{P \times N} \\ 0_{N \times N} & 0_{N \times N} \end{array} \right] - \nabla \beta_t f_t H^{-1}$$

$$WD(D'WD)^{-1}D' = \left[ \begin{array}{cc} I_{P \times P} & -\nabla \beta_t f_t H^{-1} \\ 0_{N \times P} & 0_{N \times N} \end{array} \right].$$
such that

\[
\text{COV} [\mathbf{g}_t (\theta_A)] = T^{-1} \left( I_{(P+N) \times (P+N)} - \begin{bmatrix}
I_{p \times p} & 0_{p \times n} \\
-\nabla \beta_{1} H^{-1} t & 0_{n \times n}
\end{bmatrix} \right) S \left( I_{(P+N) \times (P+N)} - \begin{bmatrix}
I_{p \times p} & -\nabla \beta_{1} H^{-1} t \\
0_{n \times p} & 0_{n \times n}
\end{bmatrix} \right) \\
= T^{-1} \begin{bmatrix}
0_{p \times p} & 0_{p \times n} \\
\nabla \beta_{1} t H^{-1} & I_{n \times n}
\end{bmatrix} \begin{bmatrix}
I_{op} & S_{(1,2)} \\
S'_{(1,2)} & \Omega
\end{bmatrix} \begin{bmatrix}
0_{p \times p} & \nabla \beta_{1} H^{-1} t \\
0_{n \times p} & I_{n \times n}
\end{bmatrix} \\
= T^{-1} \begin{bmatrix}
0_{p \times p} & 0_{p \times n} \\
\nabla \beta_{1} t H^{-1} I_{op} + S'_{(1,2)} & \nabla \beta_{1} t H^{-1} S_{(1,2)} + \Omega
\end{bmatrix} \begin{bmatrix}
0_{p \times p} & \nabla \beta_{1} H^{-1} t \\
0_{n \times p} & I_{n \times n}
\end{bmatrix} \\
= T^{-1} \begin{bmatrix}
0_{p \times p} & 0_{p \times n} \\
0_{n \times p} & \nabla \beta_{1} t H^{-1} I_{op} H^{-1} \nabla \beta_{1} t H^{-1} t + S'_{(1,2)} H^{-1} \nabla \beta_{1} t H^{-1} + \nabla \beta_{1} t H^{-1} S_{(1,2)} + \Omega
\end{bmatrix}
\]
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The inverse of the matrix $D$ can be computed using the partitioned matrix inverse formula, which simplifies greatly as the 1,2 term is zero. In fact we only need the lower row:

$$D^{-1}_{(1,1)} = H^{-1}$$

where we are simplifying notation with

$$H = \frac{d^2ll(\theta; y)}{d\theta d\theta'}.$$ 

$$D^{-1}_{(2,2)} = I_{N \times N}$$ 

$$D^{-1}_{(1,2)} = 0_{P \times N}$$ 

$$D^{-1}_{(2,1)} = -I_{N \times N} \cdot \nabla \beta_t \cdot f_t \cdot H^{-1}$$

We have the 2,2 sub-matrix giving

$$cov(\alpha) = T^{-1}[-\nabla \beta_t \cdot f_t \cdot H^{-1} \cdot I_O P + S_{(2,1)}, -\nabla \beta_t \cdot f_t \cdot S_{(1,2)} + \Sigma] \cdot \begin{bmatrix} I_{OP} & S_{(1,2)} \\ S'_{(1,2)} & \Sigma \end{bmatrix} \cdot \begin{bmatrix} -\nabla \beta_t \cdot f_t \cdot H^{-1} \cdot I_N \\ I_N \end{bmatrix}$$

Where the moment variance-covariance matrix is given by

$$S = \begin{bmatrix} I_{OP} & S_{(1,2)} \\ S'_{(1,2)} & \Sigma \end{bmatrix}$$

and the off-diagonal term is

$$S_{(2,1)} = E(\frac{\partial ll(\theta, y)}{d\theta} \varepsilon_t')$$

so we have

$$cov(\alpha) = T^{-1} (\Sigma + \nabla \beta_t \cdot f_t \cdot H^{-1} \cdot I_O P \cdot H^{-1} \cdot (\nabla \beta_t \cdot f_t)' + S_{(2,1)} \cdot H^{-1} \cdot (\nabla \beta_t \cdot f_t)' - \nabla \beta_t \cdot f_t \cdot S_{(1,2)})$$

The terms following the $\Sigma$ account for parameter uncertainty, as if we knew the parameters driving the dynamics of the conditional $\beta_t$s then the covariance matrix of the sample abnormal returns will simply be $T^{-1} \Sigma$.

$$cov(\alpha) = T^{-1} \left( \Sigma + \nabla \beta_t \cdot f_t \cdot cov(\theta_{MLE}) \cdot (\nabla \beta_t \cdot f_t)' + S_{(2,1)} \cdot H^{-1} \cdot (\nabla \beta_t \cdot f_t)' - \nabla \beta_t \cdot f_t \cdot H^{-1} \cdot S_{(1,2)} \right)$$
The presence of the covariance matrix of the MLE parameter estimates driving the dynamics of $\theta$ helps make this point more clearly. So the variance of the abnormal returns equals the variance of the pricing errors if we knew the betas exactly plus a delta method adjustment for the estimation error in the parameter estimates, plus an adjustment for the covariance between the estimators. This will produce larger standard errors because we need to estimate the parameters driving the beta dynamics.
References


<table>
<thead>
<tr>
<th>Panel A: Portfolio results</th>
<th>Unconditional</th>
<th>L.N.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \alpha )</td>
<td>( \beta )</td>
</tr>
<tr>
<td>Small</td>
<td>0.198</td>
<td>1.111***</td>
</tr>
<tr>
<td>(0.157)</td>
<td>(0.035)</td>
<td>(0.166)</td>
</tr>
<tr>
<td>2</td>
<td>0.110</td>
<td>1.213***</td>
</tr>
<tr>
<td>(0.134)</td>
<td>(0.030)</td>
<td>(0.141)</td>
</tr>
<tr>
<td>3</td>
<td>0.188*</td>
<td>1.203***</td>
</tr>
<tr>
<td>(0.112)</td>
<td>(0.025)</td>
<td>(0.120)</td>
</tr>
<tr>
<td>4</td>
<td>0.125</td>
<td>1.171***</td>
</tr>
<tr>
<td>(0.103)</td>
<td>(0.023)</td>
<td>(0.110)</td>
</tr>
<tr>
<td>5</td>
<td>0.175**</td>
<td>1.161***</td>
</tr>
<tr>
<td>(0.088)</td>
<td>(0.020)</td>
<td>(0.095)</td>
</tr>
<tr>
<td>6</td>
<td>0.125*</td>
<td>1.110***</td>
</tr>
<tr>
<td>(0.073)</td>
<td>(0.017)</td>
<td>(0.079)</td>
</tr>
<tr>
<td>7</td>
<td>0.125**</td>
<td>1.110***</td>
</tr>
<tr>
<td>(0.062)</td>
<td>(0.014)</td>
<td>(0.069)</td>
</tr>
<tr>
<td>8</td>
<td>0.096*</td>
<td>1.091***</td>
</tr>
<tr>
<td>(0.054)</td>
<td>(0.012)</td>
<td>(0.059)</td>
</tr>
<tr>
<td>9</td>
<td>0.075*</td>
<td>1.010***</td>
</tr>
<tr>
<td>(0.041)</td>
<td>(0.009)</td>
<td>(0.044)</td>
</tr>
<tr>
<td>Big</td>
<td>–0.025</td>
<td>0.928***</td>
</tr>
<tr>
<td>(0.037)</td>
<td>(0.008)</td>
<td>(0.043)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Joint tests</th>
<th>Wald</th>
<th>G.R.S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wald</td>
<td>26.690***</td>
<td>2.624***</td>
</tr>
<tr>
<td>G.R.S.</td>
<td>26.691***</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Tests of the unconditional CAPM and the conditional CAPM for the Size portfolios. Panel A reports estimated alphas, betas and their associated standard errors (in parentheses) for the unconditional and conditional CAPM. The unconditional model parameters are estimated using ordinary least squares and standard errors are corrected for heteroskedasticity. The conditional parameters are estimated in the rolling regression approach of Lewellen and Nagel (2006) where daily data is used to estimate coefficients within a given monthly window. The reported standard errors are based on the methodology of Fama-Macbeth (1973). Panel B reports the joint test statistics for the unconditional (Wald and G.R.S.) and conditional model (Wald). Significance at the 10%, 5% and 1% levels are indicated by *, ** and ***, respectively.
### Panel A: Size Portfolios

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>$\hat{\mu}$</th>
<th>$\hat{\sigma}$</th>
<th>$\hat{\rho}_1$</th>
<th>$\hat{\rho}_2$</th>
<th>$\hat{\rho}_3$</th>
<th>$\tilde{J}\text{BTest}$</th>
<th>$\omega$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>12.681</td>
<td>14.100</td>
<td>0.200</td>
<td>0.082</td>
<td>0.087</td>
<td>0.001</td>
<td>0.016</td>
<td>0.172</td>
<td>0.813</td>
</tr>
<tr>
<td>2</td>
<td>12.951</td>
<td>17.232</td>
<td>0.087</td>
<td>0.031</td>
<td>0.048</td>
<td>0.001</td>
<td>0.014</td>
<td>0.134</td>
<td>0.857</td>
</tr>
<tr>
<td>3</td>
<td>13.933</td>
<td>17.035</td>
<td>0.105</td>
<td>0.020</td>
<td>0.036</td>
<td>0.001</td>
<td>0.015</td>
<td>0.128</td>
<td>0.861</td>
</tr>
<tr>
<td>4</td>
<td>13.212</td>
<td>16.781</td>
<td>0.107</td>
<td>0.014</td>
<td>0.035</td>
<td>0.001</td>
<td>0.014</td>
<td>0.119</td>
<td>0.870</td>
</tr>
<tr>
<td>5</td>
<td>13.541</td>
<td>16.705</td>
<td>0.113</td>
<td>0.003</td>
<td>0.027</td>
<td>0.001</td>
<td>0.014</td>
<td>0.116</td>
<td>0.872</td>
</tr>
<tr>
<td>6</td>
<td>12.974</td>
<td>15.705</td>
<td>0.131</td>
<td>-0.003</td>
<td>0.026</td>
<td>0.001</td>
<td>0.014</td>
<td>0.117</td>
<td>0.870</td>
</tr>
<tr>
<td>7</td>
<td>13.004</td>
<td>15.788</td>
<td>0.129</td>
<td>-0.009</td>
<td>0.019</td>
<td>0.001</td>
<td>0.012</td>
<td>0.114</td>
<td>0.875</td>
</tr>
<tr>
<td>8</td>
<td>12.655</td>
<td>15.909</td>
<td>0.108</td>
<td>-0.018</td>
<td>0.014</td>
<td>0.001</td>
<td>0.010</td>
<td>0.103</td>
<td>0.888</td>
</tr>
<tr>
<td>9</td>
<td>12.087</td>
<td>15.531</td>
<td>0.078</td>
<td>-0.031</td>
<td>0.012</td>
<td>0.001</td>
<td>0.009</td>
<td>0.094</td>
<td>0.898</td>
</tr>
<tr>
<td>Big</td>
<td>10.604</td>
<td>15.845</td>
<td>0.016</td>
<td>-0.041</td>
<td>-0.003</td>
<td>0.001</td>
<td>0.007</td>
<td>0.078</td>
<td>0.916</td>
</tr>
</tbody>
</table>

### Market Returns

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>$\hat{\mu}$</th>
<th>$\hat{\sigma}$</th>
<th>$\hat{\rho}_1$</th>
<th>$\hat{\rho}_2$</th>
<th>$\hat{\rho}_3$</th>
<th>$\tilde{J}\text{BTest}$</th>
<th>$\omega$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market</td>
<td>11.157</td>
<td>15.297</td>
<td>-0.029</td>
<td>0.006</td>
<td>0.001</td>
<td>0.009</td>
<td>0.009</td>
<td>0.089</td>
<td>0.903</td>
</tr>
<tr>
<td>Risk-Free</td>
<td>4.485</td>
<td>0.194</td>
<td>0.998</td>
<td>0.997</td>
<td>0.995</td>
<td>0.001</td>
<td>0.000</td>
<td>0.261</td>
<td>0.739</td>
</tr>
</tbody>
</table>

Table 1: Descriptive statistics for daily and monthly returns on the Size portfolios are reported in Panel A while the market portfolio and risk-free asset monthly returns are reported in Panel B. All data is collected from Ken French’s data library and covers the period of January 1958 to June 2016. For each return frequency, the first two columns of statistics report the annualised mean and standard deviation of returns. The next four columns report the autocorrelation of returns for the first three lags and the p-value from the Jarque-Bera test ($\tilde{J}\text{BTest}$) of normality. Finally, the estimated parameters of the GARCH(1,1) are reported in the final three columns for insight into the persistence of squared returns. The GARCH model is estimate using maximum likelihood.
Figure 1: MIDAS weight plots for the $\text{MIDAS}_w$ and $\text{MIDAS}_{ws}$ for the Small, Medium (portfolio '5') and Big portfolios. Weights are adjusted for the estimated scale parameter.
### Panel A: Conditional Variances

<table>
<thead>
<tr>
<th>Panel A: Conditional Variances</th>
<th>(A) DCC</th>
<th>(B) MIDAS &lt;sub&gt;ω&lt;/sub&gt;</th>
<th>(C) MIDAS &lt;sub&gt;ωμ&lt;/sub&gt;</th>
<th>L.R. Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>ω &lt;sup&gt;3.022**&lt;/sup&gt;</td>
<td>α &lt;sup&gt;0.099***&lt;/sup&gt;</td>
<td>β &lt;sup&gt;0.825***&lt;/sup&gt;</td>
<td>φ₁ &lt;sup&gt;22.000&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>(1.181)</td>
<td>(0.035)</td>
<td>(0.303)</td>
<td>(−)</td>
</tr>
<tr>
<td>3</td>
<td>2.859***</td>
<td>0.077***</td>
<td>0.850***</td>
<td>22.000</td>
</tr>
<tr>
<td>4</td>
<td>2.898***</td>
<td>0.073**</td>
<td>0.845***</td>
<td>22.000</td>
</tr>
<tr>
<td>5</td>
<td>2.788***</td>
<td>0.083***</td>
<td>0.834***</td>
<td>22.000</td>
</tr>
<tr>
<td>6</td>
<td>2.978***</td>
<td>0.101***</td>
<td>0.805***</td>
<td>22.000</td>
</tr>
<tr>
<td>7</td>
<td>2.337***</td>
<td>0.093***</td>
<td>0.826***</td>
<td>22.000</td>
</tr>
<tr>
<td>8</td>
<td>1.765***</td>
<td>0.105***</td>
<td>0.830***</td>
<td>22.000</td>
</tr>
<tr>
<td>9</td>
<td>1.411***</td>
<td>0.119***</td>
<td>0.826***</td>
<td>22.000</td>
</tr>
<tr>
<td>Big</td>
<td>1.085**</td>
<td>0.124***</td>
<td>0.826***</td>
<td>22.000</td>
</tr>
<tr>
<td>10</td>
<td>0.817**</td>
<td>0.120***</td>
<td>0.836***</td>
<td>22.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Conditional Correlation</th>
<th>(A) DCC</th>
<th>(B) MIDAS &lt;sub&gt;ω&lt;/sub&gt;</th>
<th>(C) MIDAS &lt;sub&gt;ωμ&lt;/sub&gt;</th>
<th>L.R. Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q₁</td>
<td>0.019***</td>
<td>0.960***</td>
<td>1.216***</td>
<td>1.274***</td>
</tr>
<tr>
<td>(0.005)</td>
<td>(0.014)</td>
<td>(0.085)</td>
<td>(0.088)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Volatility parameter estimates and likelihood ratio tests for the DCC and MIDAS models for the Size portfolios. Estimates of DCC parameters are based on monthly data while the MIDAS models use daily data for conditional volatility parameters but monthly data for the conditional correlation parameters. Models are estimated using a two-step maximum likelihood approach where the first step estimates the conditional volatility equations while the second step estimates the conditional correlation equation. Reported standard errors (in parentheses) for the volatility parameters are calculated numerically. Vuong (1989) likelihood ratio test statistics reported for non-nested models and standard likelihood ratio test reported for nested models. Significance at the 10%, 5% and 1% levels are indicated by *, ** and ***, respectively.
Table 4: Average pricing errors of the Size portfolios for the unconditional CAPM and conditional CAPM where the later version is based on the EWMA, EQMA, DCC, MIDAS\_w and MIDAS\_ws models. Panel A reports the average pricing errors for each portfolio and the corresponding standard error (in parentheses). Panel B reports the average absolute pricing error and the joint test statistic based on the test proposed in this paper. Test statistics are reported unadjusted and adjusted for parameter uncertainty in the conditional volatility models. Significance at the 10%, 5% and 1% levels are indicated by *, ** and ***, respectively.

<table>
<thead>
<tr>
<th>Panel A: Individual Portfolio Results</th>
<th>Unconditional</th>
<th>EQMA</th>
<th>EWMA</th>
<th>DCC</th>
<th>MIDAS_w</th>
<th>MIDAS_ws</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small 0.198</td>
<td>0.238</td>
<td>0.220</td>
<td>0.185</td>
<td>0.351***</td>
<td>0.034</td>
<td></td>
</tr>
<tr>
<td>2 0.110</td>
<td>0.144</td>
<td>0.128</td>
<td>0.098</td>
<td>0.180</td>
<td>−0.004</td>
<td></td>
</tr>
<tr>
<td>3 0.188</td>
<td>0.200*</td>
<td>0.167</td>
<td>0.231**</td>
<td>0.075</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4 0.125</td>
<td>0.138</td>
<td>0.125</td>
<td>0.106</td>
<td>0.162</td>
<td>0.034</td>
<td></td>
</tr>
<tr>
<td>5 0.175</td>
<td>0.179**</td>
<td>0.160*</td>
<td>0.150*</td>
<td>0.207**</td>
<td>0.098</td>
<td></td>
</tr>
<tr>
<td>6 0.125</td>
<td>0.136*</td>
<td>0.131*</td>
<td>0.119</td>
<td>0.150*</td>
<td>0.057</td>
<td></td>
</tr>
<tr>
<td>7 0.125</td>
<td>0.128**</td>
<td>0.126**</td>
<td>0.118*</td>
<td>0.126*</td>
<td>0.056</td>
<td></td>
</tr>
<tr>
<td>8 0.096</td>
<td>0.098*</td>
<td>0.100*</td>
<td>0.101*</td>
<td>0.097</td>
<td>0.064</td>
<td></td>
</tr>
<tr>
<td>9 0.075</td>
<td>0.052</td>
<td>0.055</td>
<td>0.066</td>
<td>0.034</td>
<td>0.033</td>
<td></td>
</tr>
<tr>
<td>Big −0.025</td>
<td>−0.047</td>
<td>−0.045</td>
<td>−0.041</td>
<td>−0.059</td>
<td>−0.015</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Joint Results</th>
<th>[\alpha] 0.124</th>
<th>0.136</th>
<th>0.128</th>
<th>0.115</th>
<th>0.160</th>
<th>0.047</th>
</tr>
</thead>
<tbody>
<tr>
<td>\psi</td>
<td>16.726*</td>
<td>16.261*</td>
<td>14.975</td>
<td>27.519***</td>
<td>3.301</td>
<td></td>
</tr>
<tr>
<td>\psi_{adj}</td>
<td>N/A</td>
<td>N/A</td>
<td>14.720</td>
<td>27.163***</td>
<td>3.076</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Average pricing errors of the Size portfolios for the unconditional CAPM and conditional CAPM where the later version is based on the EWMA, EQMA, DCC, MIDAS\_w and MIDAS\_ws models. Panel A reports the average pricing errors for each portfolio and the corresponding standard error (in parentheses). Panel B reports the average absolute pricing error and the joint test statistic based on the test proposed in this paper. Test statistics are reported unadjusted and adjusted for parameter uncertainty in the conditional volatility models. Significance at the 10%, 5% and 1% levels are indicated by *, ** and ***, respectively.
Figure 2: Average pricing error plots of the unconditional and conditional CAPM for the Size Portfolios for the full, first half and second half of the sample. Conditional CAPM plots are based on the DCC, MIDAS$_w$ and MIDAS$_{ws}$ conditional volatility models.
Figure 3: Volatility plot for the Small portfolio for the DCC (heavy dotted line) and MIDAS_{ws} (heavy dashed line), and plot of difference between monthly return standard deviation and square-root of monthly realised volatility (light dotted line).
Statistics are reported unadjusted and adjusted for parameter uncertainty in the conditional volatility models. Significance pricing errors based on the conditional CAPM and the joint test statistics based on the test proposed in this paper. Test ratio test statistics reported for non-nested models and standard likelihood ratio test reported for nested models. Average Reported standard errors (in parentheses) for the volatility parameters are calculated numerically. Vuong (1989) likelihood first step estimates the conditional volatility equations while the second step estimates the conditional correlation equation. Model is estimated using a two-step maximum likelihood approach where the the Size portfolios. Estimates of the MIDAS model use daily data for conditional volatility parameters but monthly data for the conditional correlation parameters. Model is estimated using a two-step maximum likelihood approach where the first step estimates the conditional volatility equations while the second step estimates the conditional correlation equation.

<table>
<thead>
<tr>
<th>Panel A: Conditional Variances and Ave. Pricing Errors</th>
<th>(D) MIDAS&lt;sub&gt;wsac&lt;/sub&gt;</th>
<th>L.R. Tests</th>
<th>H0: A = D</th>
<th>H0: C = D</th>
<th>α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>24.843***</td>
<td>64.690**</td>
<td>159.664***</td>
<td>1.951**</td>
<td>1.041</td>
</tr>
<tr>
<td>3</td>
<td>22.187***</td>
<td>51.282**</td>
<td>126.743***</td>
<td>2.197***</td>
<td>0.699</td>
</tr>
<tr>
<td>4</td>
<td>21.402***</td>
<td>47.907**</td>
<td>124.017***</td>
<td>3.134***</td>
<td>0.504</td>
</tr>
<tr>
<td>5</td>
<td>19.228***</td>
<td>28.222**</td>
<td>118.671***</td>
<td>4.389**</td>
<td>0.092</td>
</tr>
<tr>
<td>6</td>
<td>18.121***</td>
<td>37.091*</td>
<td>112.387***</td>
<td>4.839***</td>
<td>−0.390</td>
</tr>
<tr>
<td>7</td>
<td>16.762***</td>
<td>24.815**</td>
<td>116.290***</td>
<td>6.223**</td>
<td>−0.433</td>
</tr>
<tr>
<td>8</td>
<td>18.941***</td>
<td>47.230**</td>
<td>99.207***</td>
<td>3.749</td>
<td>−0.814</td>
</tr>
<tr>
<td>9</td>
<td>16.428***</td>
<td>40.330**</td>
<td>97.342***</td>
<td>4.644**</td>
<td>−1.237</td>
</tr>
<tr>
<td>Big</td>
<td>17.733***</td>
<td>30.804**</td>
<td>75.324***</td>
<td>3.962**</td>
<td>−2.089</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Conditional Correlation and Ave. Abs. Pricing Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>[α]</td>
</tr>
<tr>
<td>Q&lt;sub&gt;t&lt;/sub&gt;</td>
</tr>
<tr>
<td>(0.111)</td>
</tr>
<tr>
<td>ψ</td>
</tr>
<tr>
<td>ψ&lt;sub&gt;adj&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

Table 5: Volatility parameter estimates, likelihood ratio tests and average pricing errors for the MIDAS<sub>wsac</sub> models for the Size portfolios. Estimates of the MIDAS model use daily data for conditional volatility parameters but monthly data for the conditional correlation parameters. Model is estimated using a two-step maximum likelihood approach where the first step estimates the conditional volatility equations while the second step estimates the conditional correlation equation. Reported standard errors (in parentheses) for the volatility parameters are calculated numerically. Vuong (1989) likelihood ratio test statistics reported for non-nested models and standard likelihood ratio test reported for nested models. Average pricing errors based on the conditional CAPM and the joint test statistics based on the test proposed in this paper. Test statistics are reported unadjusted and adjusted for parameter uncertainty in the conditional volatility models. Significance at the 10%, 5% and 1% levels are indicated by *, ** and ***, respectively.
Figure 4: MIDAS weight plots for the MIDAS\textsubscript{wa} and MIDAS\textsubscript{wac} for the Small, Medium (portfolio '5') and Big portfolios. Weights are adjusted for the estimated scale parameter.
Figure 5: Average pricing error plots of the unconditional and conditional CAPM for the Size Portfolios for the full, first half and second half of the sample. Conditional CAPM plots are based on the DCC and MIDASw_sac conditional volatility models.
Figure 6: Volatility plot for the Small portfolio for the DCC (heavy dotted line) and MIDAS\textsubscript{w sac} (heavy dashed line), and plot of difference between monthly return standard deviation and square-root of monthly realised volatility (light dotted line).
Panel A: Individual Portfolio Results

<table>
<thead>
<tr>
<th></th>
<th>DCC_GJR</th>
<th>MIDAS_w_asym</th>
<th>MIDAS_ws_asym</th>
<th>MIDAS_wsac_asym</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>0.168</td>
<td>0.334***</td>
<td>0.036</td>
<td>0.175</td>
</tr>
<tr>
<td></td>
<td>(0.154)</td>
<td>(0.109)</td>
<td>(0.192)</td>
<td>(0.179)</td>
</tr>
<tr>
<td>2</td>
<td>0.077</td>
<td>0.164</td>
<td>-0.007</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td>(0.133)</td>
<td>(0.120)</td>
<td>(0.194)</td>
<td>(0.160)</td>
</tr>
<tr>
<td>3</td>
<td>0.152</td>
<td>0.222**</td>
<td>0.063</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td>(0.115)</td>
<td>(0.110)</td>
<td>(0.163)</td>
<td>(0.132)</td>
</tr>
<tr>
<td>4</td>
<td>0.100</td>
<td>0.152</td>
<td>0.021</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>(0.105)</td>
<td>(0.105)</td>
<td>(0.148)</td>
<td>(0.124)</td>
</tr>
<tr>
<td>5</td>
<td>0.184*</td>
<td>0.204**</td>
<td>0.109</td>
<td>0.131</td>
</tr>
<tr>
<td></td>
<td>(0.095)</td>
<td>(0.096)</td>
<td>(0.129)</td>
<td>(0.109)</td>
</tr>
<tr>
<td>6</td>
<td>0.152*</td>
<td>0.155*</td>
<td>0.076</td>
<td>0.085</td>
</tr>
<tr>
<td></td>
<td>(0.079)</td>
<td>(0.081)</td>
<td>(0.104)</td>
<td>(0.089)</td>
</tr>
<tr>
<td>7</td>
<td>0.124*</td>
<td>0.136*</td>
<td>0.066</td>
<td>0.092</td>
</tr>
<tr>
<td></td>
<td>(0.064)</td>
<td>(0.073)</td>
<td>(0.090)</td>
<td>(0.078)</td>
</tr>
<tr>
<td>8</td>
<td>0.094</td>
<td>0.107</td>
<td>0.072</td>
<td>0.105</td>
</tr>
<tr>
<td></td>
<td>(0.058)</td>
<td>(0.066)</td>
<td>(0.078)</td>
<td>(0.071)</td>
</tr>
<tr>
<td>9</td>
<td>0.081*</td>
<td>0.061</td>
<td>0.050</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>(0.045)</td>
<td>(0.055)</td>
<td>(0.062)</td>
<td>(0.058)</td>
</tr>
<tr>
<td>Big</td>
<td>-0.046</td>
<td>-0.065</td>
<td>-0.021</td>
<td>-0.026</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(0.037)</td>
<td>(0.045)</td>
<td>(0.041)</td>
</tr>
</tbody>
</table>

Panel B: Joint Results

<table>
<thead>
<tr>
<th></th>
<th>(\hat{\alpha})</th>
<th>(\psi)</th>
<th>(\psi^{\text{adj}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\alpha})</td>
<td>0.118</td>
<td>0.160</td>
<td>0.052</td>
</tr>
<tr>
<td>(\psi)</td>
<td>16.121*</td>
<td>23.263***</td>
<td>3.761</td>
</tr>
<tr>
<td>(\psi^{\text{adj}})</td>
<td>14.504</td>
<td>15.275</td>
<td>3.194</td>
</tr>
</tbody>
</table>

Table 7: Average pricing errors of the Size portfolios for the unconditional CAPM and conditional CAPM where the later version is based on the DCC\_GJR, MIDAS\_w\_asym, MIDAS\_ws\_asym and MIDAS\_wsac\_asym models. Panel A reports the average pricing errors for each portfolio and the corresponding standard error. Panel B reports the average absolute pricing error and the joint test statistic based on the test proposed in this paper. Test statistics are reported unadjusted and adjusted for parameter uncertainty in the conditional volatility models. Significance at the 10%, 5% and 1% levels are indicated by *, ** and ***, respectively.
Table 6: Volatility parameter estimates and likelihood ratio tests for the DCC and MIDAS models for the Size portfolios. Estimates of DCC\textsubscript{GJR} parameters are based on monthly data while the MIDAS models use daily data for conditional volatility parameters but monthly data for the conditional correlation parameters. Models are estimated using a two-step maximum likelihood approach where the first step estimates the conditional volatility equations while the second step estimates the conditional correlation equation. Reported standard errors (in parentheses) for the volatility parameters are calculated numerically. Vuong likelihood ratio test statistics reported for non-nested models and standard likelihood ratio test reported for nested models. Significance at the 10%, 5% and 1% levels are indicated by *, ** and ***, respectively.
Figure 7: Average pricing error plots of the unconditional and conditional CAPM for the Size Portfolios for the full, first half and second half of the sample. Conditional CAPM plots are based on the DCC, DCC-GJR, MIDAS\(w - \text{asym}\), MIDAS\(ws - \text{asym}\), MIDAS\(wsac\) and MIDAS\(wsac - \text{asym}\) conditional volatility models.
Table 8: Average absolute pricing errors of the FF25 and Industry portfolios for the unconditional CAPM and conditional CAPM where the later version is based on the DCC\(_{GJR}\), MIDAS\(_{wsac}\) and MIDAS\(_{wsac-asym}\) models. Panels A and B report the average absolute pricing errors and the joint test statistics for the FF25 and Industry portfolios, respectively. Test statistics are reported unadjusted and adjusted for parameter uncertainty in the conditional volatility models. Significance at the 10%, 5% and 1% levels are indicated by *, ** and ***, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Unconditional</th>
<th>DCC(_{GJR})</th>
<th>MIDAS(_{wsac})</th>
<th>MIDAS(_{wsac-asym})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: FF25 Joint Results</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\alpha</td>
<td>$</td>
<td>0.259</td>
<td>0.226</td>
</tr>
<tr>
<td>$\psi$</td>
<td>114.8***</td>
<td>55.6***</td>
<td>91.8***</td>
<td></td>
</tr>
<tr>
<td>$\psi_{adj}$</td>
<td>111.1***</td>
<td>41.0**</td>
<td>73.2***</td>
<td></td>
</tr>
<tr>
<td>Panel B: Industry Joint Results</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$</td>
<td>\alpha</td>
<td>$</td>
<td>0.133</td>
<td>0.126</td>
</tr>
<tr>
<td>$\psi$</td>
<td>20.5**</td>
<td>14.5</td>
<td>15.5</td>
<td></td>
</tr>
<tr>
<td>$\psi_{adj}$</td>
<td>19.9**</td>
<td>14.2</td>
<td>14.6</td>
<td></td>
</tr>
</tbody>
</table>